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PREFACE 

This book has developed from courses of lectures given by the 
author over a period of years to the students of the Moscow Physico
Technical Institute. It is intended for the students having basic 
knowledge of mathematical analysis, algebra and the theory of 
ordinary differential equations to the extent of a university course. 
All the necessary information can be found, for instance, in the 
following textbooks: S.M. Nikolsky, A Course of Mathematical 
Analysis, 2 vols., Mir Publishers, Moscow, 1977; A. I. Mal'cev, 
Foundations of Linear Algebra, W. H. Freeman, San Francisco, 
1963; L. S. Pontryagin, Ordinary Differential Equations, Pergamon 
Press, Oxford, 1964. 

Except Chapter I, where some general questions regarding partial 
differential equations have been examined, the material has been 
arranged so as to correspond to the basic types of equations. The 
central role in the book is played by Chapter IV, the largest of all, 
which discusses elliptic equations. Chapters V and VI are devoted 
to the hyperbolic and parabolic equations. 

The method used in this book for investigating the boundary value 
problems and, partly, the Cauchy problem is based on the notion 
of generalized solution which enables us to examine equations with 
variable coefficients with the same ease as the simplest equations: 
Poisson's equation, wave equation and heat equation. Apart from 
discussing the questions of existence and uniqueness of solutions of 
the basic boundary value problems, considerable space has been 
devoted to the approximate methods of solving these equations: 
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Ritz's method in the case of elliptic equations and Galerkin's 
method for hyperbolic and parabolic equations. 

Information regarding function spaces, in particular, S. L. Sobo
lev's embedding theorems, necessary for such arrangement of subject 
matter is contained in Chapter III. It is not assumed on the part 
of the reader that he is familiar with the required portions of the 
theory of functions and functional analysis; these have been treated 
in Chapter II which is of auxiliary nature. 

Problems have been given on all the chapters except Chapter II. 
The majority of them are intended to deepen and broaden the con
tents of respective chapters; precisely with the same aim have the 
lists of suggested reading been supplied. For exercises we recommend 
the following books: V. S. Vladimirov et al., A Collection of Problems 
on Equations of Mathematical Physics, Nauka, Moscow, 1974 (in 
Russian); B. M. Budak, A. A. Samarskii and A. N. Tikhonov, A Col
lection of Problems on Mathematical Physics, Pergamon Press, Oxford, 
1964; M. M. Smirnov, Problems on Equations of Mathematical Physics, 
Pergamon Press, Oxford. 

In conclusion the author expresses his sincere thanks to V. S. Vla
dimirov for his constant interest in this book, and toT. I. Zelenyak, 
I. A. Kipriyanov and S. L. Sobolev who, having gone through the 
manuscript, made a number of valuable comments. The author 
is especially indebted to his colleagues A. K. Gushchin and L.A. Mu
ravei with whom he had fruitful discussions that led to considerable 
improvement in the book. 

V. ill! ikhailov 
July 1975 



CHAPTER I 

INTRODUCTION. 

CLASSIFICATION OF EQUATIONS. 

FORMULATION OF SOME PROBLEMS 

Differential equations are those equations where the unknowns 
are functions of one or more variables and which contain not only 
these functions but their derivatives as well. If the unkno\vns are 
functions of several variables (not less than two), then the equations 
are called partial differential equations. We shall deal with only 
such equations, and shall consider a single partial differential 
efluation in one unknown function. 

A partial differential equation containing derivatives of the un
known function u with respect to the variables x1 , ••• , Xn is said 
to be of Nth-order if it contains at least one Nth-order derivative 
and does not contain derivatives of higher orders, that is, the equa
tion 

( au au a2u a2u aNu) 
<J> .1'1• •• •: Xn, U, -{)-, ••• ,-a-, ""J2• aa• ... , --ri" =0. (1) 

Xl Xn Xl Xl X2 axn 

Eq. (1) is said to be linear if <1>, as a function of u, :u , ... , aN;:, 
xl axn 

is linear. Henceforth we shall consider linear equation of the second 
order, that is, equation of the form 

n n 
"'Q a2u ""' au 
LJ aii (x) axiax. + LJ ai (x) axi +a (x) u = f (x); 

i,j=1 J i=i 

(2) 

here x = (x1 , ••• , xn)· The functions aii (x), i, j = 1, ... , n, 
ai (x), i = 1, ... , n and a (x) are called coefficients of Eq. (2) 
and f (x) the free term. 

Let Rn denote an n-dimensional Euclidean space, and let x = 

= (x1 , ••• , Xn) be a point of Rn, I x I = (x~ + ... + x~) 1 i 2 • 
As usual, by a region in Rn or an n-dimensional region we mean an 
open connected (nonempty) set of points of Rn. In what follows, 
unless stated otherwise, all the regions are assumed to be bounded. 
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Let Q be an n-dimensional region. A set E c Q is said to be strictly 
interior with respect to Q, E ~ Q, if E c Q, where E is the closure 
(in the sense of distance in Rn) of E. 

The set of functions having in Q continuous partial derivatives 
up to order k, k being a nonnegative integer, is denoted by C"- (Q), 
while its subset consisting of those functions whose all the partial 
derivatives up to order k are continuous in Q by C"- (Q). For the 
sets co (Q) and co ((J) of functions which are continuous in Q and Q 
respectively, we shall also use the notation C (Q) and C (Q). We 
designate by coo (Q) the set of functions which belong to each of 

k . 00 k -c (Q), k=-..oO, i, ... , that IS, C""(Q)= n c (Q), and by C""(Q) 
1<=0 

~~-the set of functions belonging to each of C (Q), k=O, i, ... , that 
00 

is, Coo (Q) = n C"(Q). 
k=O 

A function f(x) is said to have compact support in Q if there 
exists a subregion Q' ~ Q such that /(x) = 0 in Q '"- Q'. The set 

C"- (Q) is composed of all the functions belonging to C"- (Q) and 
having compact support, and the intersection of all these sets is 

denoted by coo (Q) : C""(Q) = n c"- (Q). 
k=O 

Let a= (a1, ••• , an) be a vector with nonnegative integer com-
ponents, and put I a I= a 1 + ... +an. If f (x) E C"- (Q), then the 

a!+···+anf 
partial derivative a will be often denoted for brevity by 

a 1 an 
iJx1 •• • axn 

Daj. The first- and second-order derivatives will also be written as 
fx., fx.x . For the gradient Ux , •.. , fx ) of a function f E C1(Q) 

' · ,. j · 1 · n 
we use the notation V f (x). 

By an (n- i)-dimensional closed surfaceS we shall mean a bound
ed and closed (n - i)-dimensional surface, without edge, of class 
C"- for a certain k > 1, that is, a connected, bounded and closed 
surface (S = S) lying in Rn and having the following property: 
for any point x0 E S there exist an (n-dimensional) neighbourhood 
Uxo of it and a function Fxo (x) E C"- (Ux0 ) such that VFx0 (x0} =/= 0 
so that the set S n Uxo is described by the equation Fxo (x} = 0. 
(That is, all the points of the set S n Uxo satisfy the equation 
F xo (x) = 0 and any point of U xo satisfying the equation F xo (x} = 0 
belongs to S .) 

The boundary of Q will be denoted by iJQ. In what follows, without 
further qualification, the boundaries of regions in question are as
sumed to consist of a finite number of disjoint closed (n - i)-dimen
sional surfaces (of class C1}. By I Q I we indicate the volume of Q. 
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We note that if an (n - i)-dimensional closed surface S belongs 
to the class Ck, then for a point x0 on it there exists a small neigh
bourhood U~o such that the intersectionS n U~· is uniquely project
ed onto an (n- i)-dimensional region Dxo, with boundary of class 
Ck, which lies in one of the coordinate planes, that is, for some 
i, i = 1, ... , n, the surface is described by the equation x; = 
= (jlxo (x1, ... , X;-1, Xi+1• ••. , Xn), (X1, ... , X;-1, Xi+1• 

..• , Xn) E Dxo, and (jlxo E Ck (D . ..,o). The intersection s n U~o will 
be called a simple piece (or piece) of the surface S. 

Since S is bounded and closed, one may choose a finite subcover 
from the cover { U~, x E S} of S. The collection of simple pieces 
S 11 ••• , S N corresponding to such a finite cover will be called the 
cover of the surface S by simple pieces. 

By an (n - i)-dimensional surface S of class Ck, k >- i, we shall 
mean a connected surface which can be covered by a finite number 
of (n-dimensional) regions Ub i = 1, ... , N, so that each of the 
sets S; = S n U;, i = i, ... , N, is uniquely projected onto an 
(n- i)-dimensional region D; having boundary of class Ck and lying 
in one of the coordinate planes, that is, for some p = p (i), p = 
= 1, ... , n, the surface is represented by the equation Xp = 
= <:p; (x1, ... , Xp_1, Xp+1 , ••• , Xn), (x1, ... , Xp_1, Xp+1, ... ) E 
E D;, and cp; E Ck (D ;) . The collection of surfaces S b which are 
simple pieces of S, corresponding to such a cover U1 , ••• , UN 
of Swill be called a cover of S by simple pieces. Henceforth an (n - i)
dimensional surface will mean an (n - i)-dimensional surface of 
class ck for a certain k >- i. 

We denote by Q'\ 6 > 0, the region obtained by taking the 

union over all x0 EQ of balls {jx-xol<6}: Q6 = U {lx-xol<6}; 
xOEQ 

Q ~ Q6• Qf, 6 > 0, denotes the set containing all the points of 
Q whose distance from the boundary oQ exceeds 6; Q6 ~ Q; for 
sufficiently small 6 > 0, Q6 is a region. We shall show that for an 
arbitrarily small enough 6 > 0 there exists in Rn an infinitely 
differentiable function ~~~ (x) which equals unity in Q6 and vanishes 
outside Q612 . The function ~ll (x) will henceforth be called 6-slicing 
function (or, simply, slicing function) for the region Q. Before con
structing the function ~ 6 (x), we introduce an important notion of the 
averaging kernel. 

Suppose that w1 (t) is an infinitely differentiable and nonnegative 
even function of a single variable t (-oo < t < +oo) which van
ishes for I t I>- i, and is such that 

j wt(l x I) dx = ~ wdl x I) dx = 1. 
Rn ]xf<1 

(3) 
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For (1)1 (t) we may take, for instance, the function 

{ 
_t_e- 1 ~ 12 , o ~ 1 t I < 1 , 

(l)f(t)= Cn 

o, 1 ti~1, 

where the constant Cn has been chosen so as to satisfy (3). Let h be 
any positive number. The function 

1 
(l)h (I X I)= hn wi(I X ilk) 

is called the averaging kernel (of radius h). The averaging kernel 
wh (I x I) has the following obvious properties: 

(a) (l)h (I X I) E Coo (Rn), Wh (x) ~0 in Rn, 
(b)(l)h(ixi)=O for lxi~h, 

(c)) (l)h(lxl)dx=1, 

Rn 
(d) for any a=(a1 , ••• ,an), lai~O, and for all xERn 

I Dawh (I X I) I~ C afh n+lal, 

where Ca is a positive constant independent of h. 
Let (l)h (I x I) be an arbitrary averaging kernel. It is directly 

verified that for sufficiently small 6 > 0 the function 

So (x) = r W/)j4 <I X- y I) dy 
Q36/'• 

is a slicing function for the region Q; moreover, s6 (x) satisfies in Rn 
the inequalities 0 ~ ~ 6 (x) ~ 1. 

§ 1. THE CAUCHY PROBLEM. KOV ALEVSKA Y A'S THEOREM 

1. Formulation of the Cauchy Problem. In a region Q of the 
n-dimensional space Rn (Q is not necessarily bounded, and, in partic
ular, may coincide with the whole of Rn), we consider a linear 
differential equation of the second order 

n " 

Xu= i,~i aiJ (x) UxixJ + i~i ai (x) Uxi +a (x) u = f (x), (1) 

where the coefficients and the free term are assumed to be sufficiently 
smooth complex-valued functions. We denote by A(x) the matrix 
II aii (x) II, i, j = 1, ... , n, which is composed of the coefficients 
of the highest derivatives; at no point of Q, A(x) is a null matrix. 
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When n = 1, Eq. (1) is an ordinary differential equation which 
can be written as (a11 =1= 0) 

u" + b (x) u' + c (x) u = g (x). (2) 

In this case the simplest problem is the Cauchy problem which con
sists in finding the solution of this equation that satisfies for some 
x = x0 the initial conditions u (x0) = u0 , u'(x0) = u1 • 

We shall now formulate an analogous problem for the partial 
differential equation (1). We take a sufficiently smooth (of class 
C2) (n - i)-dimensional surface S lying in Q that is given by the 
equation 

F (x) = 0, (3) 

where F (x) is a real-valued function and I V F I =I= 0 for all x E S. 
Suppose that in Q there is given a vector field l (x) = (Z1 (x), ... 

. . . , ln (x)), where li (x), i = 1, ... , n, are real-valued functions 
belonging to C1 (Q), 1 l 12 = l~ + ... + z; > 0, such that for no 
x E S the vector l (x) is tangent to the surface S, that is, 

aF I _ (l, 'V F) I =I= 0 az 8- ill 8 · 

(In what follows, we shall be interested in the values of the field 
l (x) on S only.) 

We take an arbitrary point x0 ES, and consider Eq. (!)ina suf
ficiently small neighbourhood U of this point. (Let U be a ball of 
sufficiently small radius with centre at x0 .) Let S 0 denote the inter
section s n u. 

Let u, u E C2 (U), be a solution of Eq. (1) in U, and let u0 (x) 
au 

be the value of u on S 0 and u1 (x) the value of Tz on S 0 : 

ujs0 =Uo(x), (4) 

~~ lso = Ut (x). (5) 

We shall show that for a partial differential equation, in contrast 
to an ordinary differential equation, u0 and u1 cannot be, generally 
speaking, arbitrary (smooth) functions. 

Since V F(x0 ) =1= 0, one of the components of V F (x0) is not zero; 
suppose, for example, Fx (x0) =1= 0. We assume the neighbourhood U 

n 
to be so small that Fx (x) =I= 0 in U and Eq. (3) may be written as 

n 

Xn = <p (x'), X 1 = (x1, , •• , Xn-1), 

where <p (x') is a smooth function. We denote by F n (x) the function 
F (x) and by Fi (x) the functions xi - x~, i = 1, ... , n- 1, and 



14 PARTIAL DIFFERENTIAL EQUATIONS 

consider one-to-one mapping 

Y; = F; (x), i= 1, ... , n, (6) 

of the region U in to a neighbourhood V of the origin- the image 
of the point xo. Let 1:: denote the image of Sa lying in the plane 
Yn = 0: 1:: = V n {y' = (y1 , ••• , Yn-t) E Rn-1 , Yn = 0}. The function 

n 

u (x (y)) is denoted by v (y). Since Ux. = ~ Vy Fpx. and Ux.x. = 
I p=i p I l J 

n n 

= ~ Vy y Fpx. • Fqx. + ~ Vy Fpx;x ., in new variables Eq. (1) has 
p,q=i p q I J p=i p J 

the form 
n n 

i,~i ~u(Y) Vyiyj+~1 ~;(y) Vv;+~(y) V=f1(y), (1') 

where ~ii (y) are elements of the square matrix II (A (x (y)) X 
X VF; (x (y)), VF1 (x (y))) II, in particular, 

~nn (y (x)) = (A (x) 'V F(x), 'V F(x)). (7) 

Conditions ( 4) and (5) respectively become 

v ll: = Vo (y') 
and 

(8) 

('Vyv, 1-(y))jl:=v~(y'), (5') 

where v0 (y') = u0 (y', c:p (y')), v; (y') = u1 (y', c:p (y')), and the vec

tor 1- (y (x)) = ( 0~1 , • • • , o:zn ) , x E S 0 ; moreover, 

oFn oF ---az = Tl ..,P 0 on S 0• 

We shall first show that the value of the vector vv on the surface 1:: 
is uniquely determined by v0 and v;. In fact, the derivatives 
vv,b i = 1, ... , n- 1, are computed from (8): vv,I:E = Vovt• i = 
= 1, ... , n - 1, and according to (5') 

(9) 

n-1 

h ( ') 1 ( '( ') "'V oF; ) w ere v1 y =oF V1 Y - LJ Vov; at · 
7if i=1 

Clearly, the conditions (8), (5') and (8), (9) are equivalent. 
We now consider the values on 1:: of the second derivatives of 

v(y). First, we note that by (8) and (9) the values on 1:: of all the 
second derivatives, except Vy y , of v (y) are uniquely determined 

n n 
by the functions v 0 and v 1• To find the value of Vy y on 1::, we use 

n n 
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Eq. (1'). Noting (7), by ('1') we obtain 

(A (x (y)) Y'xF (x (y)), Y'xF (x (y))) Vynyn 

n- 1 n-1 n 

15 

=f1 (y)- s ~ijVy.y.- 2; ~inVy.y - 2; ~;Vy.-~V· (1") 
i, i=l 1 J i=i 1 n i=1 1 

If the function (A (x) V' F, V' F) =1= 0 on the surface S 0 , then the 
function (A (x (y)) V' xF (x (y)), V' xF (x (y))) does not vanish on ~, 
and therefore also in V (the neighbourhood U is assumed to be small). 
In this case Eq. (1") inr can be written as 

n-1 n-1 n 

Vy 11 = ~ '\'ijVy.y. + 2; '\'inVy.y --!- 2i '\'iVy.+ '\'V +h. (10) 
n n i,j=1 z J i=l ' n i=i z 

Setting Yn = 0 in (10), we obtain the value of u11 u on~. 
n n 

Hence, if (A(x) VF, V'F) =!= 0 on S 0 • all the derivatives of u (x) 
up to second order are uniquely determined on S 0 • 

However, if at some point x E S 0 (A (x) vF (x), VF (:;)) = 0, 
then at the corresponding pointy (A (x (y)) V' xF (x (Y)), V' xF (x (y))) = 

= 0. Then at the point ythe equality (t") connects the known quanti-

ties v (i/), v11i (ij), uu;Yj {y), i = 1, ... , n, j = 1, ... , n -, 1. 
Tlms the values of v0 and its derivatives up to second order and those 
of u1 and its derivatives of first order at the pointy, and hence the 
values at the point x of u0 and u1 and their corresponding derivatives 
are subject to some relation, that is, they cannot be, generally speak
ing, arbitrary. 

A point x on the surface S of class C1 and given by the equation 
F = 0 (F is a real-valued function, vF =1= 0 on S) is called the char
acteristic point for Eq. (1) if at this point 

(A(x) VF(x), VF(x)) = 0. 

The surfaceS is called a characteristic surface for Eq. (1) or character
istic (for) of Eq. (t) if all its points are characteristic points. 

In this section we shall study the Cauchy problem for Eq. ('1), that 
is, the problem of finding solution of (1) satisfying conditions (4) 
and (5) with given functions u0 and u1 in the case when the surface S 
does not contain characteristic points. 

The case when the surface S contains characteristic points is far 
more difficult. As it was shown, if the point x0 E S is a characteristic 
point, then there are (smooth) functions u0 and u1 such that Eq. (1) 
has no smooth solution (in c~ ( U)) in any neighbourhood of this 
point that satisfies conditions (4) and (5) on S 0 = S n U. It is easy 
to see that if U+ is one of the parts into which S 0 divides [) (it is 
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assumed that U is a ball of sufficiently small radius with centre at 
x0), then there is no solution in C2 ( U+ U S 0 ) too which satisfies con
ditions (4) and (5) on S 0 • If still a smooth solution exists, it may not 
be unique. 

Suppose, for example, n = 2. In a disc U with the origin as its 
centre let us consider the equation 

Ux 1x 2 = f (x), 

for which the line x2 = 0 is a characteristic (to this form is trans
formed the wave equation Ux,x, - ux.x, = /1 by a change of variab
les). It is easy to see that for the existence in U of a smooth solution 
(belonging to C2 ( U)) of this equation that satisfies the conditions, 
u lx.=O = u0 (x1), ux.lx.=O = u1 (x1) it is necessary and sufficient 

that dul (x1) =f (x1 , 0). Furthermore, if this condition is satisfied, 
xl 

then the solution can be expressed in the form 
x1 ~·2 

u (xt, x2)= J d£tj f(£t, £2)d£2+uo(xt)+g(x2), 
0 0 

where g is a twice continuously differentiable arbitrary function 

satisfying the conditions g (0) = 0, ddg (O) = u1 (0). 
x2 

If S is a characteristic surface, then there may be situations where 
the problem for Eq. (1) should be posed in analogy with the Cauchy 
problem for an ordinary differential equation not of the second order 
but of the first order. Thus, for example, for the equation (again 
n = 2) 

Ux,x,- Ux 2 = f (x) 

(the heat equation) having the line x2 = 0 as a characteristic in 
Chap. VI we shall study the problem (the Cauchy problem) of finding 
a solution of this equation in the half-plane x2 > 0 satisfying only 
one condition (4): uJx.=O = U 0 (x1). 

We shall now consider the problem ( 1), ( 4), (5) in the case where the 
surface S does not contain characteristic points. Let Q be an n-dimen
sional region, and let S be an (n - i)-dimensional surface given by 
Eq. (3) that lies in Q and divides Q into two disjoint regions Q+ and 
Q-, that is, Q~S = Q+ U Q-, Q+ n Q- = 0. Suppose that Eq. (1) 
is given in Q (that is, the coefficients and the free term of Eq. (1) 
are defined in Q), and a vector field l (x) = (l1 (x), ... , ln (x)), 
I l (x) / > 0 on S, is defined on S that is nowhere tangent to S. Let 
there be given two functions u 0 (x) and u1 (x). Suppose that S does 
not contain characteristic points of Eq. (1), that is, on S 

(A(x) VF, VF) =I= 0. (11) 
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It is required to find a function u (x) belonging to C2 (Q) and satis
fying Eq. (1) in Q together with initial conditions (4) and (5) on S. 
This problem will be called the noncharacteristic Cauchy problem. 
The given! functions, that is, the coefficients and the free term of 
Eq. (1), the function F of (3), the vector function land the functions 
u 0 and u1 will be referred to as the data of the problem. 

We shall assume that the data of the problem (1), (4), (5) are 
infinitely differentiable: the coefficients and the free term of Eq. (1) 
and the function F (x) of (3) belong to C00 (Q), while the functions 
l1(x), ... , ln(x), u 0(x), u1(x) belong to C00(S) (that is, the func
tions l 1(x (y)), ... , u1(x(y)), where x = x (y) is a mapping, defi
ned by (6), of a neighbourhood U of any point xO E S into a neighbour
hood V of the origin, are infinitely differentiable in an (n - i)
dimensional region ~ = V n {y' E Rn _1 , Yn = 0}). We also assume 
that there is a solution u (x) of the problem (1), (4), (5) that is 
infinitely differentiable in Q. 

As shown above, all the derivatives of u (x) up to second order are 
determined uniquely on S in terms of the data of the problem. We 
shall show that on the surface S all the derivatives of u (x) of any 
order are uniquely determined in terms of the data of the problem. 
Since in this case the mapping (6) of the neighbourhood U of any 
point xo E S into the neighbourhood V of the origin is given by func
tions Fi (x), i = 1, ... , n, that are infinitely differentiable in U, 
as a consequence of mapping (6) the problem (1), (4), (5) in U (by 
this we mean the problem of finding in U a solution of Eq. (1) satis-

fying the initial conditions u I So = u0 (x), !~ I so = u1 (x), where 

8 0 = U n S) is replaced by an equivalent problem (8)-(10) for the 
function v (y) in V with infinitely differentiable data. And because 
there exists a solution u (x) of thelproblem (1), (4), (5) that is infi
nitely differentiable in U, the problem (8)-(10) has also an infinitely 
differentiable solution v(y) = u(x (y)) in V. To establish this asser-
tion, it suffices to show that all the derivatives D~v (y) are uniquely 
determined on ~ in terms of the data of.l.the problem (8)-(10). 

For any a'= (a1, ••• , an-1), I a' I~ 0, the values of 
the derivatives D<a.',O>v(y) and D<a.',1>v(y) on~ are determined 
directly from (8) and (9): 

D<a.', O)v I:!:= Da' Vo, D<a', 1)v 1:!: = Da'v1. 

If Va denotes the value of the function ~I Dav (a!= a 11 .•• ani) 

at the origin: 

(12) 

:!-0594 
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then Va:, o and Va:, 1, I a' I ~ 0, are uniquely determined in terms 
of v0 and v1: 

1 Drr.' I Vrr.•,o= (a)'l Vo v'=O• 

1 Dtz! I Vrr.•, 1 = (CG')! Vt y'=O 

((a') I= a1l •.• an-1!). 

(13) 

(14) 

To find the value of n<rr.', 2> v (y), I a' I )::. 0, on ~, we use (10). 
Differentiating (10) with respect to y19 ••• , Yn-l and setting Yn = 0, 
we obtain 

Ia' I ~0, 
where the function H 1 (y) is defined in V by the formula 

n-1 It- 1 

H 1 (y) =. ~ '\'tJ (y) Vy1y1 + .~ "?in (y) Vv1un 
t,J=i ~=1 

n 

+ ~ Yt (y) v,1+Y (y) v+ h (y) 
i=1 

(in which v (y) is the solution of the problem (8)-(10)). Now n<rr.', O)Hdl! 
is a function (which is linear with known coefficients) of known quan
tities D<li' .o>vl:!: and n<v'' 1>v11: for 0 ~ I ~' I ~ I a' I+ 2, 0 ~ 
~ I y' I ~ I a' I + 1. Therefore, on ~, all the derivatives 
n<rr.', 2>v (y), I a' I)::. 0, are uniquely determined in terms of the 
data of the problem, and, in particular, 

Va•, 2 = (2! (a')!t1D<rr.', 0>H1 (y) 111=0• I a' I~ 0. 

We assume that for some k)::. 2 all the derivatives n<a' · n-1)v (y), 
1 a' I ::> 0, have been uniquely determined on ~ in terms of the 
data of the problem. We now find the derivative n<a', n>v (y) l1:. 
1 a' 1 ::> 0. For this, we differentiate in V Eq. (10) a 1 times with 
respect to y1 , ••• , an _1 times with respect to Yn _1 and k - 2 times 
with respect to Yn• and then set Yn = 0. This yields 

D<a',n)v (y) i.:E=D<a', k-2)fl1 (y) 1.:!: 

Now D<a', P.-21H1 Jl: is a function (linear with known coefficients) 
of already-known quantities D<f3'. i)v j1:, 0 ~ i ~ k-1 (0 ~I WI~ 
~I a' I+ 2 for 0 ~ i ~ k-2 and 0 ~I WI~ I a' I+ 1 for i = k-1). 
Hence all the derivatives D<a', h>v, I a' I ~ 0, are uniquely deter
mined on ~ in terms of the data of the problem, and, in 
particular, 

Vrr.•, h =((a')! k!t1 D<a' • h- 2>H1 (y) lv=O· 

This proves the assertion. 

(15) 
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Remark. Let v (y) be any infinitely differentiable function in V. 
Consider the following infinitely differentiable function in V: 

n-1 n-1 n 

H (y) = Vt;11lln- ~ "YiiVli·Y.- ~ "YinVY·IJ - ~ YiVy.- yv- h, {16) 
i, i=1 t J i=1 t n i=1 t 

It follows from the above discussion that if the values of the function 
v (y) and its derivatives satisfy conditions (12), where the numbers 
Va., / a I ~ 0, are defined by (13)-(15), then 

DaH (y) IY=O = 0 for all a, I a I > Ct. (17) 

Thus we have shown that if the surfaceS does not contain character
istic points, then the data of the problem uniquely determine on S 
all the derivatives of the infinitely differentiable solution of the 
problem (1), (4), (5). Hence the solution of the problem (1), (4), 
(5) is unique in the class of functions that are uniquely determined 
by their values and those of all their derivatives on S. One of such 
classes is the class of analytic functions. Later in this section we 
shall show that in the class of analytic functions the problem (1), 
(4), (5) is solvable with analytic data. 

It should be noted that in contrast to the case of an ordinary differ
ential equation, the analyticity condition of the data in such 
a generality (if no additional conditions are imposed on the coeffi
cients of Eq. (1)) is, in a definite sense, necessary for the solvability 
of the problem. The1following example, due to H. Lewy, shows that 
a partial differential equation with infinitely differentiable coeffi
cients and free term may not, in general, have a solution. 

Example 1. The differential equation 

(18) 

does not have twice continuously differentiable solutions in any 
neighbourhood of the origin (in R 3) if the real-valued function f (x3} 

is not analytic. 
To prove this statement, it is obviously enough to check that the 

equation 

(19) 

does not have continuously differentiable solutions in any neigh
bourhood of the origin. 

Suppose, on the contrary, that in the cylinder Q = {x: + x~ < 
< R 2, I x3 I < H} for some R > 0 and H > 0, there is a solution• 
u (x) belonging to C1 (Q) of Eq. (19) with a real-valued function~ 
I (x3) that is nonanalytic on the interval I x3 I< H. Then in the1 
parallelepiped II = {0 < p < R, 0 < <p < 2n, I x3 I< H} the' 
function u1 (p, <p, x8) = u (pcos <p, psin <p, x3) is a solution of 

2• 
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the equation 

u 1peicp + i u~cp eicp + 2ipei<J)u1x, = f (x3), 

where u1 E C1 (ll) and u1 (p, 0, x3) == u1 (p, 2n, x 3). Integrating 
this equation (for fixed p and x 3) with respect to {() E (0, 2n), we 
find that in the rectangle K1 = {0 < p < R, I x3 I< H} the 
function 

2n 

Uz (p, xa) = ~ Ut (p, qJ, x3) eicp dqJ, 
0 

u2 (p, x3) E C1 (K1), satisfies the equation 

Uzp + ;2 + 2ipu2x1 = 2nf (xa)• 

Therefore the function 

v (r, Xa) = Vr Uz <Vr' xa) 

belonging to C1(K2) n C(K2), where K 2 is the rectangle 
{0 < r < R 2 , I x3 I < H}, is a solution of the equation 

Vr + ivx = nf (x3) 
3 

in K 2 , or, which is the same, is a solution of the equation 
Xa Xs 

(u(r, x3)+in ~ f(£)d£)r+i (v(r, x3)+in) /(~)d£):~:.=0. 
0 0 

But the last equation is the Cauchy-Riemann equation for the func
tion 

X a 

w (r, x3) = v (r, x3) + in J f (~) d£. 
0 

Hence the function w (r, x3) as a function of the complex variable 
r + ix3 , w (r, x3) = g (r + ix3), is analytic in K 2 and continuous 
in K2 • Since Re glr=O = 0, by the principle of symmetry the func
tion g (r + ix3) can be continued analytically into the rectangle 
K 3 = {I r I< R 2 , I x3 I< H}, and, in particular, is analytic in 

Xo 

x3 on the segment {r = 0, I x3 I < H}. But glr=O = in ) f (£) d£; 
0 

consequently, for I x3 I < H the function f (x3) is also analytic, 
contradicting the hypothesis. 

Let us note that the plane x1 = 0, for example, does not contain 
characteristic points for Eq. (18). Thus for any initial functions the 
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Cauchy problem for Eq. (18) (with initial conditions given on the 
plane x1 = 0) does not have solutions in any neighbourhood that 
contains the origin. 

2. Analytic Functions of Several Variables. Let Q be a region in 
the n-dimensional space Rn and g (x) a complex-valued function 
defined in Q. 

The function g (x) is said to be analytic at the point x0 E Q if in 
a neighbourhood U of this point it can be represented as an absolutely 
convergent power series 

00 00 00 

g (x) = h h . . . ~ ga, ... an (xt- xva· ... (xn- x~)an 
C!Gt=O a,=O an=O 

= ~ ga (x-x0)a, (20) 
a 

where a=(a1, ••• , an), (x-x0)a=(x1 -x~)a• ... (xn-X~)an. 
The function g (x) is said to be analytic in a region if it is analytic 

at every point of this region. 
Let the function g (x) be analytic at the point x0 E Q. Then in the 

cube Kn(x0) = {I xi- x~ I< R, i = 1, ... , n}, R > 0, this 
function is represented by an absolutely convergent (in Kn(x0)) 

series (20). Since a power series that converges absolutely in Kn(x0) 

converges uniformly in any strictly interior subregion K of the cube 
KR(x0), K ~ Kn(x0), together with all its derivatives, the function 

g(x) E Coo(K), and, consequently, g (xj E Coo(Kn(x0)). Moreover, 

it is evident that ga = :, Dag(x0), where a! = a 1! ... an!, that is, 

the series (20) is the Taylor series of g (x) at the point x 0 • Hence it 
follows that a function which is analytic in the region Q is uniquely 
determined in all of Q by its own value and the values of all its 
derivatives at an arbitrary point of Q; in particular, if the function 
vanishes together with all its derivatives at a point of Q, then g (x) = 
= 0 in Q. 

Let us show that if the function g (x) is analytic at the point x0 E Q, 
then it is also analytic in some neighbourhood of this point. For this 
it is enough to prove that if KR(x0) is a cube in which g (x) is repre
sented by the (absolutely convergent) series (20), then g (x) is analy
tic in the cube KR;4(x0). 

Since the series (20) is absolutely convergent in K n(x0), it fol
lows that for any p E (0, R) 

hI ga I pial< oo. (21) 
a 
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We take an arbitrary point x1 E KR14 (x0}. Then for all x E KRrs(x1) 
we have 

an 
••. X ( ~ c:n (xn -x~)Pn (x~-x~)an-Pn) 

Pn=O n 

a, an 
= ~ ~ . . . ~ gaG~: •.. c:n 

a p 1=0 Pn=O n 

X (x1-xf)P• ••• (Xn -x!)Pn (xl- x~)a,-p, .•• (x~ -x~)an -Pn. 

Since for all x E KRts(x1) and any a= (at. ••. , an), p = 
=(Ptt ... , Pn), Pi ~a;, i=1, ... , n, 

I Cp, CP ( t}p' ( 1 O)a -p I ga a, ••• an Xt-Xt ..• Xn-Xn n n 
n 

~I g&: 12ial ( ~ )'PI ( ~ )lai-IPI =I ga I ( ~ )laJ21;1 

and since by (21) the series 

~ ~I ga I ( ~ )1a;1 2~1 =2n ~I ga I ( ~ )1a1 < oo. 
a p a 

it }ollows that the function g (x) is represented in KRts(x1) by 

an absolutely convergent series 

g(x)=~ g~(x-x1)P, 
p 

00 00 

h • ~ ~ CP' ( t 0) p Cp ( t O)a. -p W ere gp = ~ . •. ~ ga a, Xt -Xt a,- • .. • an Xn -Xn n n. 
a,=v, an=Pn n 

Therefore the function g(x) is analytic at the point x1, and hence 
in KR/4(x0) because xl E KR14(x0) is arbitrary. The assertion is 
proved. 

A real-valued function g (x) = ~ 'ia. (x - x0t which is analytic at 
a 

x 0 is called majorant at x0 of the function g (x} (of (20)) if for all a, 
I a I >- 0, I ga. I ~ ia• 

Let {ga, I a I):. 0} be a complex number sequence for which 
there is a real number sequence (ga, I a I):. 0} such that for all a, 
I a I ):. 0, I ga. I ~ ga. and the series ~ 'ia (x - x0t converges abso-

a 

lutely in a neighbourhood of the point x0 • Then it is evident that 
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the funstion g (x) = ~ ga. (x- x0Y~ is analytic at the point x0 , 
a 

and the function g (x) = ~ ia (x- x0)a is its majorant at x0 • 
a 

It is also evident that any function which is analytic at the point 
x0 has a majorant (at x0). As a majorant for the function g (x) of (20) 
one can take, for example, the function ~ I ga. I (x- x0)~. A majo-

a 
rant of g (x) from (20) can also be constructed as follows. Suppose 
that the series (20) converges absolutely in the cube KR(x0) for 
some R > 0. Take some p from the interval (0, R). In view of (21), 
there is a positive M such that I ga I pial :::::;;; M, that is, I ga I :::::;;; 
:::::;;; Mfplal for all a. = (a.1, ••• , a.n)· This means that a majorant 
of the function g (x) at the point x0 is the function 

- ~ M (x-xO)a M 

g(x)=~ pial = {1 - x1 ;x~) ... ( 1 _xn;x?, )" 

The function, with any N > 1, 

- M 
g (x) = 1_ (x1- x~) + ... + (xn-1 -x?,_1) + N (xn- x?,) 

p 

is also a majorant of g(x) at the point x0 , since for all a.= 
MNan (I a 1)1 

=(exit ... ,a.n), 1 1 >lgal· 
p a. a! 

3. Kovalevskaya's Theorem. In this subsection we shall study 
the Cauchy problem in the class of analytic functions, that is, we 
shall consider solutions of the problem (1), (4), (5) that are analytic 
in Q or in its subregion Q' containing the surfaceS. We shall assume 
that the data of the problem (1), (4), (5) are analytic, that is, we 
shall assume that the coefficients and the free term of Eq. (1) and the 
function F in (3) (defining S) are analytic in Q, and the functions 
l1 (x), ... , ln (x), u0 (x), u1 (x) are analytic on S (that is, the fun
ctions l1 (x (y)), ... , ln (x (y)), u 0 (x (y)), u1 (x (y)), where x (y), 
given by formula (6), is the mapping of some neighbourhood U of 
an arbitrary point x0 E S into a neighbourhood V of the origin, are 
analytic in an (n- i)-dimensional region ~ = v n {y' ERn-It 
Yn = 0}). We recall that the solution of the problem, the coeffic
ients and free term of Eq. (1) and the initial functions are complex
valued, whereas the components l1 (x), ... , ln (x) of the vector 
l (x) and the function F (x) are real-valued. We shall assume that S 
does not contain characteristic points for Eq. (1). 

First of all, we shall prove a local theorem regarding the existence 
and uniqueness of the solution of this problem. 
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Theorem 1 (Kovalevsbya). Let the data of the problem (1), (4), 
(5) be analytic, and let the surface S not contain characteristic points 
for Eq. (1). Then for any point x0 E S there is a neighbourhood U xo 

of this point where this problem has an analytic solution. Moreover, 
there cannot be more than one analytic solution of this problem in any 
neighbourhood of xD. 

We recall (Subsec. 1) that by problem (1), (4), (5) in the region 
U x0 we mean the problem of finding solution u(x) of Eq. (1) in U xo 

satisfying the initial conditions ulso = u0 , ~~ lso = u1, where S 0 = 
= s n u xo; moreover, the neighbourhood u xo is supposed to be 
so small that the surface S 0 divides it into two disjoint regions. 

Let x0 be an arbitrary point on S. We consider one-to-one map
ping (6) of a sufficiently small neighbourhood U of this point into 
a neighbourhood V of the origin-the image of x0 • Since the data of 
the problem (1), (4), (5) and the functions F;(x), i = 1, ... , n- 1, 
are analytic, the Cauchy problem (1), (4), (5) in U transforms under 
this mapping to an equivalent problem (8)-(10) (in V) with analytic 
data. For the proof of Theorem 1, it is enough to show that we can 
find a neighbourhood V of the origin where the problem (8)-(10) 
has an analytic solution v (y) and that this solution is unique. 

We start by proving the uniqueness. Suppose that in a neighbour
hood V1 of the origin there is an analytic solution v (y) of the prob
lem (8)-(10). As v (y) E C""(V1), it follows from considerations of 
Subsec. 1 that the values on the surface ~ of all the derivatives 
Da. v, I ex I :> 0, are determined uniquely by the data of the problem. 
In particular, all the values Da.v (0), I ex I :> 0, are uniquely determi
ned. Hence (see Subsec. 2) the solution v (y) is uniquely determined 
by the data of the problem in V1 • This establishes the uniqueness. 

Now we prove the existence of a solution. First, we note that 
it is enough to prove the existence of a function v (y) that is analytic 
at the origin (it is also analytic in a neighbourhood V of the origin, 
by the properties of analytic functions; see Subsec. 2) and is a solu
tion of the problem (8H 10) in V. · 

According to (12)-(15) (see Subsec. 1), the quantities Vrz, I ex I> 0, 
are (uniquely) determined by the data of the problem (8)-(10). We 
shall show that the formal power series 

(22) 

is an analytic function at the origin. Then the sum of this series, 
denoted by v (y), which converges absolutely in a neighbourhood V 
of the origin will be the desired solution. · 

In fact, it follows from (13) that the value of the function v (y', 0) 
analytic in y' and the values of all its derivatives with respect to 
y1 , ..• , Yn -1 for y' = 0 coincide with corresponding values for the 
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function v0 (y') which is analytic in y'. Consequently, v (y', 0) == 
== Vo (y') on 2: = v n {y' E Rn-1• Yn = 0}. Similarly, from (14) 
we obtain v11n (y', 0) == v1 (y') on 2:. That the function v (y) satis-
fies Eq. (10) in V can be verified in the following manner. Let us 
consider a function H (y) which is analytic in V and is defined by 
(16), where for v (y) we take the analytic function (22) which is 
under consideration. In view of the choice of quantities Va, I a I :>- 0, 
by Remark in Subsec. 1, equalities (17) hold, that is, the function 
H (y) and all its derivatives at the origin vanish. Accordingly, 
H (y) is analytic in V, and H (y) = 0. This means that v (y) satis
fies Eq. (10) in V. 

Thus we must prove that the series (22) converges absolutely in 
some neighbourhood of the origin. For this (see Subsec. 2) it is 
enough to show that this series has majorants at the origin. 

The Cauchy problem (in V) · 
n-1 n 

Yi1v"i";· + .~ :Yin;;;,t"n + .~ :Yivvi + yv + h, 
t=1 t=1 

V /Yn=O = ilo (y'), (S) 
;Yn 1Yn=0 = ;1 (y') (9) 

with analytic data will be referred to as a majorant problem for the 
problem (8)-(10) if the data of the former are majorants at the origin 
for corresponding data of the problem (8)-(10). 

If the problem (8)-(fO) has an analytic solution 

V (y) = ~ Vaya, 
a 

at the origin, then this solution is a major ant there; for the series 
(22) and, consequently, (22) represents an analytic function at the 
origin. 

In order to prove this statement, we must check the validity of 
the inequalities I Va I ~ Va for all a, I a I :>- 0. According to the 
definition of the majorant problem, the functions ;;0 and ul are 
majorants at the origin of functions u0 and u1, respectively. There-
fore ,(see (13) and (14)) I Va•, ol ~ Va•, o and I Va•,1 I~ Va•, 1 for 
all a , I a' I > 0. 

Now assume that for some k~1 we have already established 
the inequalities /va· •• /-<:va·,s for all s, O<;:s<;:k-1, and all a', 
/a'/~0. We shall demonstrate that then lva·, 11 1-<:va•,k,ja'I~O. 
According to (15) 

11-2 

Va•,11= ~ Cfi',II-·1Vfi',ll-1 + ~ ~ CJi•,sVW,s+ha·,l., 
113'i~la'l+1 •=O lll'i~la'l+2 
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and 

where 

ha',k= 1 n<a',k>h(O), 
(a') I kl 

1 n<a', k)h (0), 
(a') I kl 

the constants cw. s are linear combinations with nonnegative coef
ficients of values at the origin of derivatives of the coefficients in 
Eq. (10), while~·. s are the same linear combinations of co_Erespond
ing (nonnegative!) derivatives of the coefficients of Eq. (10). Since 
(8)-(tO) is a majorant problem for the problem (8)-(10), it follows that 
lha',k l~ha',k and lc~·.sl~cw,s· Hence IVa•,kl~va',k· 

Thus for the proof of absolute convergence of the series (22) in 
some neighbourhood of the origin it is enough to construct the 
majorant problem (S)-(10) which has an analytic solution at the 
origin. While constructing the majorant problem, it is more conve
nient to deal with homogeneous initial conditions (8) and (9): 

v lun=o= 0, 

Vy lu =O =0. n n 

(8o) 

(90) 

We note that for the proof of the existence of the analytic solu
tion of the problem (8)-(10) it is enough to show the existence of the 
analytic solution w (y) of the following problem with homogeneous 
initial conditions: 

n-1 n-1 n 

w11 11 - L] "YiJWy.y- L] YinWy.y- L] yiwy.-yw-h'=O, 
n n i, j=1 1 i i=1 ' n i=1 ' 

W /vn=O = 0, 

Wu lu =0 = 0, n n 

where 
n-1 n-1 n 

. ~ "YiJW~ill 1 + ,L] "YinW~illn + ,L] YiW~i + yw', 
•• 3=1 •=1 •=1 

h'=h-w~ 11 + n n 

w' (y) = Vo (y') + YnVi (y'). 

Indeed, it is easy to see that if w is an analytic solution of this prob
lem, the function v = w + w', is the analytic solution of the prob
lem (8)-(10). 
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Consequently, we can regard the initial conditions (8) and (9) 
as homogeneous, that is, it suffi.ces to construct a majorant problem 
for the problem (8 0), (9 0), (to). Since the coefficients and the free 
term of Eq. (10) are analytic at the origin, as (see Subsec. 2) Eq. (10) 
of the majorant problem we can take the following equation 

M 
v 11 Y = ------:------:---~N 

"-" 1- lft + · · · + Yn-1 + Yn 
p 

n-1 n-1 n 

( - - - - \ 
X ~ V ViY J + ~ ~J::iYn + ~ Vyi + V + 1/ 

i, j=i i=1 i=i 

(10) 

for some p>O, M>O and arbitrary N-;;::::1. Let us consider solu
tions;;= Y ('Y.J) of Eq. (10) that depend only on Yt+····+Yn-t+NYn 11-

P 
All such solutions are solutions of the ordinary differential equa-
tion 

Y" = AY' +B (Y +1) (23) 
a-'Y] ' 

h A _Mp(n-1+N) B-Mp2 _ 1_M(n-1)2_(n-1)M 
w ere - N2 ' - N2 ' a - N2 N 

Choose N so large that the number a is positive, 0 <a< 1. 

Consider the solution Y 0 (YJ) of (23) that satisfies the homogeneous 
initial conditions Y 0 (0) = Y 0(0) = 0. Since the coefficients of 
Eq. (23) are analytic when n = 0 (even when I 'YJ I< a), it is easy 
to see that Y 0 (YJ) is also analytic at zero.* Since all the derivatives 

of the function - 1- are positive at the point 'YJ = 0, by (23) 
a-'Y] 

dll~~~O) ~0 for all k=O, 1, .... 

Thus the function ; (y) = Y0 ( Yt + · · · +Yn-t +NYn) which is ana
P_ 

lytic at the origin is a solution of Eq. (tO), and all its deriva-

* It can be most easily exhibited in the following manner. Consider the 
equation 

y•=_1_ (AY'+ B(Y+1)) 
a-'Y] a-'Y] ' 

whose coefficients are majorants (since 0 < a < 1) of the corresponding coef
ficients of Eq. (23). Eq. (23) is the Euler's equation for the function Y + 1. 

- - 1 The solution of Eq. (23) Y 0 ('Y]) = [cr1 (1- 'Y]Ia)a•- cr2 (1 - 'Y]/a)cr')-
crl-cr2 

- 1 satisfying the initial conditions Y (0) = Y' (0) = 0, where cr1 = 
= [1- A+ Y(1- A)2 + 4B)/2, cr2 = [1- A- V(1- A)2 + 4B)/2, is 
analytic at zero and is a majorant of the function Y0(f]) at the point 'YJ = 0. 
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tives are nonnegative at the origin. Consequently, we have construct
ed an analytic solution of the Cauchy problem which is a majorant 

problem for the problem (8 0), (9 0), (10) at the origin. I * 
The following proposition is a consequence of Theorem 1. 
Theorem 2. Let the data of the problem (1), (4), (5) be analytic, 

and let the surface S not have characteristic points. Then there is 
a region Q' (Q' c Q) containing S in which this problem has an analytic 
solution, and this problem cannot have more than one analytic solution 
in any region containing S. 

First of all we note that the statement regarding uniqueness of 
the solution follows directly from Theorem 1 and the properties 
of analytic functions. 

We shall now prove the existence of the solution. According t() 
Theorem 1, for every point x0 on the surface S there is a neighbour
hood of this point where the problem (1), (4), (5) is uniquely solvable. 
It is easy to see that by contracting each of the neighbourhoods 
U xo, x0 E S, it is possible to obtain a cover { U~o, x0 E S} for the 
surface S which has the following property: if the intersection of 
any two neighbourhoods is not empty, then it is an open set each 
of connected components of which contains points of S (that is. 
this intersection can be expressed as a union of not more than a count
able number of disjoint regions each of which contains points of S). 

In fact, in U x0 consider the ball {I x - x0 I < r0 } of sufficiently 
small radius r0 = r0 (x0) > 0 such that the angle between normals 
to S at any two points of the intersection of this ball with S is less 
than n/4. Let us take for U~o the region {x: x = x1 + tn (x'), x1 E 
E s n {I X- x0 I< ro/4}, t E (-<'>o, <'>o)}, where n (x1) is normal 
to S at the point x1 ; moreover, we assume 60 = 60 (x0) < r 0/4 to be 
so small that through every point of this region there passes only 
one normal to the surface s n {I X - x0 I < r 0} (that is, correspond
ing to each point x E U~o there is only one point x1 (x) belonging to 
s n {I X - x0 I < r 0} such that X lies on the straight line 
{x: x = x1 + n (x1) t, t E R 1 }). It is evident that the cover 
{ u~~, x 0 E S} for the surface S is the desired one. 

Since for every x 0 E S U~o c U xo, the problem (1), (4), (5) has 
a unique analytic solution in U~o; let it be denoted by Uxo (x). Note 
that if x0 and x1 are two arbitrary points on s and U~o n u~l =I= 0. 
then Uxo (x) = Uxl (x) in U~o n u~l. Consequently, it is possible to 
define the analytic function u (x) by the equality u (x) = Uxo (x) 
for x E U~o in the region Q' = U U~o, Q' c Q. The function 

xOES 

u(x) is the desired analytic solution inQ' of the problem (1), (4), (5). I 

* We will use Halmos' I to indicate the conclusion of the proof. 
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When the surface S does not contain characteristic points, the 
Cauchy problem, as Kovalevskaya's theorem shows, for the second
order partial differential equation which was formulated in Sub
sec. 1 in analogy with the Cauchy problem for ordinary second-order 
differential equation is in fact analogous to it in a definite sense. 
The well-known Cauchy theorem in the theory of ordinary differen
tial equations states that the ordinary differential equation (2) 
whose coefficients and the free term are analytic on the interval 
a< x < b has in a neighbourhood of the point xO, a< x0 < b, 
where the initial conditions are prescribed, a unique analytic solu
tion satisfying these initial conditions. Kovalevskaya's theorem gene
ralizes the Cauchy theorem to the case of partial differential equa
tions: if the surface S where the initial conditions are prescribed does 
not have characteristic points and the data of the problem (1), (4), 
(5) are analytic, then the problem (1), (4), (5) has a unique solution 
in some "neighbourhood" of S. 

Nevertheless, the Cauchy problem for an ordinary differential 
equation and the Cauchy problem for a partial differential equation, 
and more so, the theory of ordinary differential equations and that of 
partial differential equations are not totally analogous- the case 
of partial differential equations is far more complicated. 

In Subsec. 1 it was shown that when there are characteristic points 
on the surfaceS, the existence of an analytic (even twice continuously 
differentiable) solution of the Cauchy problem cannot be guaranteed: 
if x0 E S is a characteristic point for Eq. (1), then there are smooth, 
even analytic, initial functions u0 and u1 such that the problem (1), 
(4),(5) has no solution (belonging to C2 (U)) in any neighbourhood U 
of this point. Moreover, it was noted that if S is a characteristic 
surface, then there may be cases where the Cauchy problem must be 
formulated in analogy with the f1rst-order ordinary differential 
equation. (For example, for the equation Ux,x, - ux, = f (x), for 
which the straight line x2 = 0 is a characteristic, the Cauchy problem 
will be examined in Chap. VI. The problem is to find a solution 
of this equation in the half-plane x2 > 0 satisfying one initial con
dition uix,=O = u0 (x1).) In this case also, as the following example, 
due to Kovalevskaya, shows, the analyticity of the data of the 
problem does not guarantee the existence of an analytic solution. 

Example 2. The equation 

has no analytic solution at the origin satisfying the initial condition 

1 
uj o=i+"· x,= Xf 
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It is directly verified that if the analytic solution of this problem 
at the origin exists: 

then the coefficients Ua. a. have the form u28 ~ = {Z~+ Zk)! ( -1)k..-~> 
" ' " ( s)! k! 

and U2s+1, It= 0, where s>=O, k>=O. But the above series does not 
converge in any neighbourhood of the origin since it diverges, for 
example, at any point (0, x2) when x 2 =1= 0. 

As is well-known, the solution of the Cauchy problem for ordinary 
differential equation (2) depends continuously on the initial data. 
The following example, due to Hadamard, shows that, generally 
speaking, partial differential equations do not have this property. 

Example 3. Consider the Cauchy problem in the disc 
Q = {x~ +xi< 1}: 

Ux2x2 = - Ux,x, t 

u I o - u = e- Vneinx, x .. - - n o- ' 

Ux• /x.-o = Un• f = 0, 

where n is a natural number (the straight line ~ = 0, obviously~ 
does not contain characteristic points for the equation ux.x. = 
= -ux,x,)· As is easy to check, the solution of this problem (unique 
in the class of analytic functions) is of the form u = un(x) = 

= e- vn cosh nx2 einx,. Consequently' for any point X = (xl' x2) of the 
disc Q, not lying on the initial line x2 = 0, Jun(x) 1-+ oo as n-+ oo 
in spite of the fact that Un, 0 (x1) -+ 0 ( Jun, 0 I = e- Yn) and even fo~ 

dku 
any k :;;> 1 -¥-+ 0, as n-+ oo, uniformly on [ -1, 1]. 

dx1 

What is more, it is well known that any ordinary differential 
equation (2) with continuous coefficients and free term on some inter
val has always a solution (on all of this interval). However, for 
partial differential equations in such a general situation, which we 
considered up-to-now, the similar statement does not hold: as shown 
by Lewy's example (Subsec. 1), there are linear partial differential 
equations of the second order that have no solution in any neigh
bourhood of a given point; what is more, no conditions regarding 
smoothness of coefficients (and even analyticity of coefficients) can 
be imposed which would guarantee the existence of the solution with 
any smooth (even infinitely differentiable) free term. Consequently, 
in order to study nonanalytic solutions of linear second-order partial 
differential equations, it is necessary to impose additional condi
tions on the structure of the equation. In the next section we shall 
select some classes of equations which will be the subject of our 
study in the sequel. 
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§ 2. CLASSIFICATION OF LINEAR DIFFERENTIAL 
EQUATIONS OF THE SECOND ORDER 
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We consider a linear partial differential equation of the second 
order 

n n 

Xu= ~ aii(x)u~i:~)+.~ adx)u~,+a(x)u=f(x) (1) 
i, ]=1 •=1 

in an n-dimensional region Q. 
The coefficients ail (x), i, j = 1, ... , n, are assumed to be 

real-valued, and the solutions of Eq. (1) are assumed to belong 
to C2 (Q). The matrix A (x) =II a11 (x) II composed of the coefficients 
of highest derivatives of the operator :£ can be taken as symmet-
ric. In fact, ~ a,,ux.x. = ~ aijUx.x1 + ~ a;jUx.x1, where ai; = 

l } l.a 't' '-

= ~ (aiJ+aif), aij= ~ (aii-aJ;). S.ince Ux 1re1=ux1x1, it follows 

that ~ aiiux1x1 = 0, hence ~ aiJux1x1 = ~ ajjUx1x1, where II aij (x>:ll 
is symmetric. 

Let x0 be an arbitrary point of Q, and "-t (x0}, ••• , An (x0) the 
eigenvalues (evidently, real) of the matrix A (x0}. The number of 
positive eigenvalues is denoted by n+ = n+ (x0), while that of nega
tive eigenvalues by n_ = n_ (x0} and the number of zero eigenvalues 
by n0 = n0 (x0); n = n+ + n-_ + n0 • 

Eq. (1) is called an equation of elliptic type at the point x0 (or sim
ply, elliptic at the point x0) if n+ = n or n_ = n. This equation is 
said to be elliptic on the set E, E c: Q, if it is elliptic at every point 
of this set. An example of elliptic equation in Rn is Poisson's equation 

11u=f, 
()2 ()2 

where 11=-::>2+ .•. +~ is the Laplace operator. 
vX1 vXn 

Eq. (1) is said to be hyperbolic at the point x0 E Q (or an equation of 
the hyperbolic type at x0) if n+ = n- 1 and n_ = 1, or if n+ = 1 and 
n_ = n- 1. If the equation is hyperbolic at every point of the 
set E, E c: Q, then it is said to be hyperbolic on E. An example of the 
equation that is hyperbolic in the whole of space Rn of variables 
x1, ••• , Xn is the wave equation 

Ux 1x1 + • • • + Ux x - Ux x =f. n-1 n-1 n n 

Eq. (1) is termed ultra-hyperbolic at the point x0 if n0 = 0 and 
1 < n+ < n- 1. Eq. (1) is ultra-hyperbolic on E, E c: Q, if it is 
ultra-hyperbolic at each point of E. The equation 

is ultra-hyperbolic in all of R,. 
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Eq. (1) is designated parabolic (or, an equation of the parabolic 
type) at the point x0 E Q if n0 > 0. Eq. (1) is said to be parabolic on 
the set E c Q if it is parabolic at every point of E. The heat equation 

Ux,x, + • • • + Ux x - Ux = f (x) n-1 n-1 n 

provides an example of the equation that is parabolic in the whole 
space Rn of variables .t1 , ••• , Xn· 

Of course, an equation need not be of the same type at all points 
Qf a region. For example, Chapligin's equation (n = 2) 

Ux,x, + T (xt) Ux1x 1 = f (x), 

where the function: T(x1) > 0 for x1 > 0, T(x1) < 0 for 
x1 < 0, and T(x1) = 0 for x1 = 0, is elliptic for x1 > 0, hyper
bolic for x1 <(O.and parabolic for x1 = 0. 

We recall that (see Sec. 1.1 *) the surface S lying in Q and given 
by the equation P(x) = 0 (the real-valued function F E C1 (Q) and 
1 V' F I * 0 on S) is called the characteristic surface (characteristic) 
for Eq. (1) if for all points x E S , ' 

(A(x) VF, VF) = 0. (2) 

If Eq. (1) is elliptic in Q, then the matrix A(x) is positive- or nega
tive-defmite at each point x E Q. This means that (2) holds only 
when 1 VFI = 0. Hence elliptic equations do not have characteristic 
surfaces (what is more, no surface S contains a characteristic point 
of the elliptic equation). 

If Eq. (1) is hyperbolic in Q, then it can be shown that a character
istic surface can be made to pass through every point of Q. For 
example, for the wave equation Ux x + ... + Ux x = Ux x 

1 1 · n-1 n-1 n n 
Eq. (2) has the form 

F'i,+ ... +P; -F; =0. 
n-1 n 

(2') 

This equation is, in particular, satisfied by the function (x- x0 , m) = 
= (xl - xn ml + ... + (Xn - X~) mn, Where X0 iS an arbitrary 
point of Rn and the vector m = (m1 , ••• , mn), I m I = 1, is subject 
to the condition m: + ... + m~_ 1 = m;. Eq. (2') is also satisfied 
by the function (xl - xn2 + ... + (Xn -1 - X~-t)2 - (Xn - X~)2 , 
where x0 is an arbitrary point of Rn. Hence the plane (x- x0 , m) = 
= 0 and the canonical surface (x1 - x~)2 + ... + (xn _1 - x~-1)2 = 
= (xn - x~)2 are characteristics for the wave equation. 

For the heat equation Ux,x, + ... + Ux x = Ux Eq. (2) 
n-1 n-1 n 

is of the form 
F~,+ ... +F~ =0. n-1 

* Here and in what follows the first number will denote the section and the 
second its subsection. 
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It is evident that any solution of this equation has the form F = 
= <t> (x,.,), where <t> is an arbitrary continuously differentiable func
tion (<t>' =fo 0). Thus the characteristics for the heat equation are 
the planes Xn = const. 

Let xo be a point of the region Q. We denote by y = y (x)(Yi = 
=y;(x1, •• • ,xn), i=1, ... ,n) a transformation which maps 
one-to-one a neighbourhood U of the point x0 into the neighbour
hood V of the corresponding point yo, yo= y (xO), and by x = x (y) 
the inverse transformation. We shall assume that the functions 
Yi(x) E C2(U), i = 1, ... , n, and that the Jacobian matrix J (x) = 
=II ~~~ II of the transformation y = y (x) is nonsingular, that is, 

the Jacobian of transformation det J(x) =I= 0 in U. Let v (y) denote 
the function u (x (y)). Since 

n n n 

Ux. = ~ Vy,Yhx 1., 

I k=i " 

- .., ~ 
Ux.x1 - 2.; Vyky Ykx.Ysx.+ ..:.J Vy,Vkx.x., 

I k, 8=1 S I J k=i " I J 

Eq. (1), as a result of the change of variables, assumes the form 

11 

~ a,.. (x (y)) Vykys = F (y, v, \7v), 
k, s=i 

(3) 

n 

where i,.. (x) = ~ ail (x) Y~<x·Ysx. and F ~s a function that does 
i, j=i I J 

not depend on the second derivatives of v. Since the matrices A(x)= 
= II a,.. (x) II and A(x) = II au (x) II are related by A(x) = J AJ*, 
by a well-known theorem of algebra the numbers of positive, nega-
tive and zero eigenvalues of A (x) coincide with the corresponding 
numbers for the matrix A(x). This implies that at any point y E V 
Eq. (3) is of the same type as Eq. (1) at the corresponding point 
x E U. Hence the above classification of second-order equations is 
invariant under smooth one-to-one nondegenerate transformations 
of independent variables. This fact can be utilized for simplifying 
Eq. (1). 

Let us take an arbitrary point x0 E Q. It is known that for the 
matrix A(x0) there exists a nonsingular matrix T = T(x0) = 
= II tu II such that 

n_ 0 

-~~ O···o 



34 PARTIAL DIFFERENTIAL EQUATIONS 

We effect a linear change of variables y = T (x0) x. Since the Jacobian 
matrix of this transformation is T, Eq. (1), under this transformation, 
reduces to (2) in which the matrix of coefficients of highest deriva
tives is TA(x) T*. This implies that for x = x0 Eq. (3) has the form 

Vy,y, + · • • + Vyn+Y14- Vyn++iYrt++i- • • •- Vyn++n-Yn++n- = F1, 
where the function F1 does not depend on second derivatives of v. 
This form is called the canonical form of Eq. (1) at the point x0 • 

Hence for any point x = x0 E Q we can find a nonsingular linear 
transformation of independent variables which reduces Eq. (1) 
to the canonical form at the point x = x0 • Since the transformation 
depends only on the values of the coefficients of highest derivatives 
in (1) at x = x0 , in the case when the coefficients are constants in Q 
the resulting linear transformation reduces Eq. (1) to the canonical 
form at each point of Q (in the region Q). 

§ 3. FORMULATION OF SOME PROBLEMS 

In this section we shall examine some physical problems which lead 
to problems in partial differential equations. 

1. Problems of the Equilibrium and Motion of a Membrane. 
Let us consider the problem of determining the equilibrium position 
of a membrane (a thin elastic plate) which is subject to the action 
of a system of forces. 

We shall assume that in any admissible position the membrane 
is a surface lying in the space (x, u) = (x1 , x 2 , u) that projects 
uniquely onto a region Q of the plane x10x2 , and is given by the equa-
tion u = u (x), x E Q, where the function u (x) E C1 (Q). If u = 
= cp (x), x E Q, is any admissible position of the membrane, then 
we assume that any other admissible position u = u (x) is obtained 
from the position u = cp (x) in such a manner that every point of 
the membrane is displaced parallel to the Ou-axis. 

Suppose that the external force acting on the membrane is directed 
parallel to the Ou-axis and has continuous density / 1 (x, u) equal 
to f (x) - a (x) u (the membrane is subject to the force with density 
f (x), x E Q, and to the resistance force of the elastic medium whose 
density is a (x) u is proportional to the displacement and opposite 
in sign, a (x) :;;? 0 is the elasticity coefficient of the medium). The 
work done by this force in displacing the membrane from the position 
cp (x) to the position u (x) is given by 

u(x} 

.\ J /1 (x, u) du dx = ) [/ (x) (u (x)- cp (x)) 
Q cp(x) Q 

- a~x) (u2 (x)-cp2 (x))]dx. 
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Besides this, the membrane is subject to the internal elastic force. 
We assume that the work done by this force in displacing the mem
brane from the position ep (x) to the position u (x) is equal to 

- .l k (x>[ V 1 + I Vu 12 - V 1 +I vep /2 J dx 
Q 

(the work done by this force with regard to the element (x1 , x1 + ~x1) x 
X (x2 , x 2 + ~x2) of Q is proportional to the change in the surface 
area of that part of the membrane which is projected onto this ele
ment; the coefficient k (x) > 0 is called the tension of the membrane). 

If at the points of the boundary of the membrane a force is applied 
with linear density g1 (x, u) = g1 (x) - a 1 (x) u (a1 (x) :;;? 0 is the 
coefficient of elastic fastening of the boundary), then the work done 
by this force in displacing the membrane from the position ep (x) to the 
position u (x) is given by 

J [ g1 (x) (u (x)- ep (x))- c\(x) (u2 (x)- ep2 (x)) J dS. 
{IQ 

Thus, in the position u (x), the potential energy of the membrane is 

U(u)=U(ep)+ J [k(x)(V1+/Vu/2 - V1+/Vepj2 
Q 

+ ~ (u2-ep2)-f(u-ep)]dx+ J [i (u2-ep2)-gdu-ep)]ds, 
aQ 

where U (ep) is the potential energy of the membrane in the posi
tion ep. 

To simplify the problem, we assume that the gradient of the func
tion u (x) is small for all the admissible positions u (x) which the 
membrane can have, and we neglect the terms of the order l vu !4 • 

Then the potential energy of the membrane in position u becomes 

U (u) '= U (ep) + J [ ~ (j Vu /2-/ 'Yep j2) + ; (u2 - ep2)- f (u- ep) J dx 
Q 

+ J [ ~1 (u2-ep2)-gt(u-ep) J dS. 
aQ 

If u is the equilibrium position of the membrane, then, by the 
principle of virtual displacements, the polynomial (in t) 

P (t) = U (u +tv) 

=U(u)+t[j (k'Vu'Vv+auv-fv)dx+) (a1uv-g1v)dS] 
Q aQ 

+ ~ [ J (k/Vv/ 2 +av2)dx+ J a1v2 dS] 
Q ao 

3• 
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has, for any admissible v, a stationary point for t = 0. Hence 

dPd~O) = 0, that is, for all v E C1 (Q) the function u (x) describing 

the equilibrium position of the membrane satisfies the integral 
identity 

I (kV'uVv+auv) dx+ I (JtUvdS= r fvdx+ l gtvdS. (1) 
~ J J • 
Q iJQ Q iJQ 

If the boundary of the membrane is fixed (tightly stretched), then 
all the admissible positions u of the membrane satisfy the condition 

u loQ = <p loQ· (2) 
In this case the potential energy of the membrane in any position 

u is (neglecting the terms of the order I vu 14) 

U(u)=U(<p)+ .\ [~ (1Vuj2 -IV<pj2+; (u2 -<p2)-f(u-<p)]dx. 
Q 

Let u be the equilibrium position of the tightly stretched mem
brane. Then for any function v E C1 (Q) satisfying the condition 

v loQ = 0 (3) 

the function u + tv satisfies condition (2) for all t. Therefore for 
all such v the polynomial 

P(t)=U(u+tv)=U(u)+t) (kVuVv+auv-fv)dx 
Q 

+ ~ ) (k I Vv l2 +av2) dx 
Q 

has a minimum when t = 0. This means that for all v E C1 (Q) satis
fying (3) the function u (x) which describes the position of a tightly 
stretched membrane satisfies the integral identity 

I (kVu Vv+auv)1dx=) fvdx. (4) 
Q Q 

It will be shown in Chap. V that under suitable conditions on 
the given functions k, a, a 1 , f, g1 , and in the case of a tightly 
stretched membrane also on <JlloQ• the integral identities (1) and (4) 
determine unique functions u (x) subject to the condition (2). Further
more, it will be shown that if the boundary aQ is sufficiently smooth, 
then the functions u (x) belong to C2 (Q). 

However, assuming here that u (x) E C2 (Q}, k (x) E C1 (Q), 
k (x) > k 0 > 0, a (x) E C (Q), a 1 (x) E C (aQ), g1 E C (aQ), <p E 
E C (aQ), we shall obtain local conditions, in place of integral iden
tities (1} and (4}, that must be satisfied by the desired function u (x)· 
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Since, by Ostrogradskii's formula, 

J k'Vu'Vvdx=- J vdiv(k'Vu)dx+ J k !~ vdS 
Q Q iJQ 

for any v E C1 (Q}, we can rewrite (1) and (4), respectively, in the 
form 

J (div(k'Vu)-au+f)vdx- J (k :~ +cr1u-g1 ) vdS=O (1') 

and 
Q ~ 

\ (div(k'Vu)-au+f)vdx=O. 
Q 

(4') 

Because the function div (kVu) - au + f is continuous, from (4') 
we obtain 

div (kVu) - au + f = 0, x E Q, (5) 

which together with the boundary condition (2) gives the required 
local conditions that must be satisfied by the function u (x) in the 
case of a tightly stretched membrane. The problem of finding the 
solution of Eq. (5) satisfying the boundary condition (2) is called 
the first boundary-value problem (the Dirichlet problem) for Eq. (5). 

Since the function v (x) in (1') is an arbitrary function belonging 
to C1 (Q), we find, in particular, that for v satisfying condition (3) 
u (x) in this case also satisfies Eq. (5). Therefore the identity (1') 
may be written as 

J ( k ~~ +a 1 u - g 1 ) v dS = 0. 
BQ 

Because any function in C1 (8Q) admits of an extension into Q 
which belongs to C1 (Q) (see Sec. 4.2, Chap. III), the last identity 
yields the boundary condition 

- O"U -au I an+ 8Q-g, (6) 

where a = cr1/k > 0, g = g1/k. 
The problem of finding a solution of Eq. (5) satisfying the boundary 

condition (6) is called the third boundary-value problem for Eq. (5). 
When a == 0, the third boundary-value problem is known as the 
second boundary-value problem (the Neumann problem). In this case 
the boundary condition becomes 

(7) 
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Hence the equilibrium position of a membrane is described by the 
solution of Eq. (5) satisfying some boundary condition. Eq. (5) 
is elliptic and is called the equation of equilibrium for the membrane. 

We shall nowinvestigate the problem of the motion of a membrane. 
Let u (x, t) define the position of the membrane at a given time t. 

Then the function u1 (x, t) and u11 (x, t) (these derivatives are 
assumed to exist) define the velocity and acceleration of the mem
brane at a point x E Q. Suppose that at a certain (initial) time moment 
t = t 0 the position ofthe membrane and its velocity are given, that is, 

u lt=to = 'i'o''(x), X E Q, (8) 

Ut /t=to = 'i't (x), {9) 
The conditions (8) and (9) are referred to as initial conditions. 

By the D'Alembert's principle, the equation of motion of the 
membrane is the equilibrium equation (5) in which f (x) has been 
replaced by the function -p (x) Utt + f (x, i) ( -p (x) Utt is the 
density of the force of inertia at the point x, p (x) > 0 is the 
density of the membrane at the point x, and f (x, t) is the density 
of the external force which, generally speaking, depends on t): 

div (kVxu) -au+ f (x, t) - p (x) Utt = 0, x E Q, t > t0 • (10) 

As in the static case, the boundary conditions have the form (2), 
(6) or (7), depending on the conditions defined on the boundary 8Q 
and are fulfilled for all values of time t > t 0 in question. The pro
blems of finding a solution of Eq. (10) subject to conditions (2), 
(8), (9); (7), (8), (9); (6), (8), (9) are called, respectively, the first, 
second and third mixed problems for Eq. (10). 

Hence the motion of the membrane is described by the solution 
of Eq. (10) satisfying the initial and some boundary conditions. 
Eq. (10) is hyperbolic (in the three-dimensional space) and is called 
the equation of motion of a membrane. 

When the membrane is expanded infinitely (Q = R 2), the func
tion u (x, t) describing the motion of the membrane for all x E R 2 

and t > t 0 is the solution of Eq. (10) and satisfies initial conditions 
(8) and (9). In this case we say that u (x, t) is a solution of the ini
tial-value problem (the Cauchy problem) for Eq. (10). 

If the coefficients in Eqs. (10) and (5) are constants: k (x) == k, 
p (x) = p, and a (x) = 0, then these equations are called, respec
tively, the wave equation 

a\ Utt-~U= f(xk t), xEQ, t>t0 , (10') 

a= V ~ , and Poisson's equation 

~U= _ f(x) 
k ' 

xEQ. (5') 
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In the case of one space variable, Eq. (10') has the form 

1 f (x, t) E ( R) t > t (10") /i2 Utt- Uxx = k ' X a, t' ' O· 

It describes the motion of a string situated over the interval (a, ~). 
When x = (x1 , x 2 , x3), the equation 

_1_ _ A _ f (x, t) 
a2 Utt o.U- k ' xEQ, ( 1 0"') 

describes the motion of a gas in a region Q (the function u (x, t) 
characterizes, for example, small deviations at the point x E Q at 
time t in the pressure of gas from the constant pressure). The quan
tity a in this case is the velocity of sound propagation in the gas. 

2. The Problem of Heat Conduction. Suppose that a substance 
in the three-dimensional region Q has the density p (x) > 0, heat 
capacity c (x) > 0, and the coefficient of heat conduction k (x) > 0. 
Let u (x, t) denote the temperature at x E Qat a given timet. Assum
ing that the temperature at the initial time t = t 0 is known: 

u (x, t) lt=to = '¢o (x), xEQ; (11) 

it is required to determine it for t > t 0 • 

Let Q' be a subregion of Q. By Newton's law, the amount of heat 
passing through the boundary oQ' into Q' in an interval of time 
(t1 , t 2), t0 :::::;;; t 1 < t 2 , is equal to 

~r2 I au 
- J d.r: J k (x) a; dS, 

tt aQ' 

where n is the normal to oQ' which is outward with respect to Q'. 
If the source of heat is present in Q with a given density f (x, t), 

then the increase in the amount of heat in Q' in an interval of time 
(t1 , t 2) is equal to 

f2 f2 

) dt) f(x,t)dx-) dt J k(x),:~ dS 
tt Q' tt aQ' 

and therefore the equation of heat balance in Q' has the form 

tz t2 

- J dt J k (x) ;~ dS + J dt J f (x, t) dx 
tt aQ' tt Q' 

= ) c (x) p (x) (u (x, t 2)- u (x, t1)) dx. 
Q' 
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12 

Noting that u (x, t2)- u (x, t 1) = ) ~~ dt and using the Ostrograd-

skii's formula, we obtain 
12 

11 

J dt ) [ c (x) p (x) a;; - div (k (x) Vu)- f (x, t) J dx = 0. 
I! Q' 

If the integrand is continuous in Q, then, because Q' and the inter
val of time (t1 , t 2) are arbitrary, the last equation is equivalent to 
the differential equation 

c (x) p (x) ~~ - div (k (x) Vu) = f (x, t}, x E Q, t > t0 • (12) 

This equation is of parabolic type (in a four-dimensional space of 
the variables x1 , x 2 , x 8 , t). When the functions c (x), p (x) and k (x) 
are constants, Eq. (12) is called the heat equation: 

where a 2 = ...!!__. 
cp 

_1_ u -!1u = f (x, t) 
a2 t cp ' (12') 

It should be emphasized that Eq. (12) holds only for t > t 0 and 
only for the interior points of Q. The behaviour of the function 
u (x, t) for t = t 0 is given by the initial condition (11), and for 
x E fJQ u (x, t) should be subject to some additional conditions. 
This is motivated by the concrete physical problem establishing 
heat relation of Q with the external medium. 

In the simplest case, the value of the temperature u (x, t) is given 
on the boundary oQ: 

u !aQ = /0 (x,it) (13) 

for all values of t under consideration. In this case the temperature 
is described by the solution u (x, t) of Eq. (12) satisfying the condi
tions (11) and (13). 

If the density q0 (x, t) of the heatj flow through the boundary 
is known, then, by Newton's law, the boundary condition is of 
the form 

~f)u I k (x),-;;- = q0 (x, t). 
un aQ 

(14) 

If the temperature u0 (x, t) of the medium external to Q is given, 
and the density q0 (x, t) of the heat flow through the boundary fJQ 
is proportional to the difference in temperatures u!aQ and u0 laQ, 
then the boundary condition is of the form 

(15) 
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where k1 (x) > 0 is the coefficient of heat exchange of the body with 
the surrounding medium. 

The problem of finding solutions of Eq. (12) satisfying the condi
tions (11), (13); (11), (14); (11), (15) are called, respectively, the
first, second, and third mixed problems for Eq. (12). 

When the substance occupies the whole of R 3 , Q = R 3 , the 
temperature u (x, t) satisfies Eq. (12) for t > t0 and the initial con
dition (11) for t = t 0 • In this case we say that u(x, t) is the solu
tion of the initial value problem (the Cauchy problem) for Eq. (12). 

PROBLEMS ON CHAPTER I 

1. Let a surface S of class C2 divide the region Q into two disjoint regions. 
Q+ and Q-, and let the function u(x) belong to C1 (Q) n C2(Q+ U S) n C2(Q- US) 
and satisfy in Q+ and Q- the second-order linear differential equation 

n n 

2j aij(x)ux.x.+ ·2.,";ai(x)ux.+a(x)u=f(x) 
i, j=i I ] i=1 I 

(1)' 

when coefficients and free term are continuous in Q. Show that if for a neigh
bourhood U x• of a point x0 E S the function u(x) does not belong to C2 ( U x•), 
then x0 is a characteristic point for Eq. (1). 

2. Suppose that in a two-dimensional region Q there is given the second
order linear differential equation (1) whose coefficient and free term are analytic, 
and suppose that the two lines L1 and L 2 which intersect at a point x0 E (J are· 
characteristics for this equation. Show that the problem (the Goursat problem) 
has a unique solution u(x) of Eq. (1) satisfying the conditions uiL, = u1 and 
uiL, = u2, where the functions u1 and u2 are analytic, in a neighbourhood of 
the point x0 in the class of analytic functions (u1(x0) = u2(x0)). 

3. Suppose that a second-order linear differential equation with continuous 
coefficients is given in a region Q. Show the following. 

If the equation is elliptic (hyperbolic) at a point of Q, then it is also elliptic 
(hyperbolic) in a neighbourhood of this point. 

If there are two points in Q at one of which the equation is elliptic and at the· 
other is hyperbolic, then there is a point in Q where the equation is parabolic. 
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CHAPTER II 

THE LEBESGUE INTEGRAL 

AND SOME QUESTIONS 

OF FUNCTIONAL ANALYSIS 

§ 1. THE LEBESGUE INTEGRAL 

The notion of an integral and that of an integrable function asso
dated with it are fundamental for mathematical analysis. Due to 
the need of applied sciences, and of mathematics itself, these ideas 
have undergone radical changes during the course of their develop
ment. To solve some problems, it was enough to know how to inte
grate continuous or even analytic functions, while for other pro
blems it became necessary to enlarge these sets and sometimes even 
consider the set of all functions which are integrable in the sense 
of Riemann. What is more, in order to express mathematically anum
ber of phenomena even the set of Riemann-integrable functions is 
not rich enough. Naturally, this set was not sufficient even for the 
need of mathematics itself. 

In particular, some processes are described approximately by means 
of a sequence of "well-behaved" functions fk(x), k = 1, 2, ... , 
whose convergence c.an be asserted only in some integral sense. Thus, 
for example, the sequence fk(x), k = 1, 2, ... , may have one of 

the following properties: J I fk- fm I dx--+ 0 as m, k--+ oo (the 

sequence is fundamental in the mean), J (fk- /m)2 dx--+ 0 (the 

sequence is fundamental in the mean square) or, in more complicated 
cases, the integrals containing derivatives of the functions converge 
to zero (the sequence is fundamental in the energy). These properties, 
in particular when the sequence is fundamental in the mean square, 
may not guarantee convergence in the ordinary sense: the sequence 
may not converge at any point. However, we can still show (it will 
be done below) that there exists a unique function to which this 
sequence converges in a definite sense (in the mean square). This 
function, generally speaking, is nonintegrable in the sense of Rie
mann, therefore the integral in the definition of convergence must 
he understood in some wider sense-in the sense of Lebesgue. 
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1. Set of Measure Zero. A set E c Rn is said to be a set of (n-dimen
sional) measure zero if it can be covered by a countable system of 
(n-dimensional) open cubes the sum of whose volumes (total vol
ume) is arbitrarily small, that is, for a given e > 0 we can find a count-

00 

able system of cubes K 1 , K 2 , ••• such that E c U Ki and the 
i=1 ° 

00 

total volume of these cubes 2J I Ki I < e, where I Ki I is the 
i=1 

volume of the cube K;, i = 1, 2, .... 
It readily follows from the definition that the set composed of 

a countable number of points has measure zero. The intersection 
and union of a countable number of sets of measure zero are sets 
of measure zero. The smooth surfaces of dimension k < n are also 
sets of measure zero. 

The following criterion will prove useful in what follows. 
Lemma 1. A set E is a set of measure zero if and only if it can be 

covered by a countable system of cubes having finite total volume so that 
every point is covered by infinitely-many sets of these cubes. 

First, suppose that the covering mentioned in Lemma 1 exists. 
Deleting from it a finite number of cubes with maximum volumes, 
we can make the total volume of the remaining covering arbitrarily 
small. This means that E is a set of measure zero. Conversely, if E 
is a set of measure zero, then it can be covered by a countable system 
of cubes with total volume less than 2-" for any integer k :>- 1. The 
required covering is obtained by taking the union over k = 1, 2, ... 
of these covers. I 

If a property holds for all the points x of a set G except, possibly, 
for the set of measure zero, then we say that this property holds 
for almost all points x E G, almost everywhere in G, a.e. (in G). Thus, 
the Dirichlet's function X (x) which equals 1 at points whose all coor
dinates are rational and vanishes elsewhere, vanishes a.e. in Rn. 

Let Q be a region of Rn. Together with the functions defined every
where in Q (that is, having finite value at every point of Q), we shall 
also consider functions that are defined a.e. in Q, that is, functions 
which are undefined on a set of measure zero. The functions f + g, 
f. g (f and g are defined a.e.) are defined at those points where both 
the functions f and g are defined. 

2. Measurable Functions. Let Q be a region of the space Rn. A se
quence of functions (defined a.e. in Q) fk (x), k = 1, 2, ... , is 
said to converge a.e. in Q if for almost all x0 E Q the number sequence 
of values of these functions at the point x0 has a (finite) limit. A func
tion f(x) is called the limit of an a.e. convergent sequence fk(x), 
k = 1, 2, ... , fk(x)-+ f(x) a.e. in Q, as k-+ oo, if for almost 
all x0 E Q lim fk(x0) = f(x0). It is evident that if two functions 

1<--+oo 
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f (x) and g (x) are limits of the same sequence of functions, that 
converges a.e., they coincide a.e. 

A function f (x) is said to be measurable in Q if it is the limit of an 
a.e. convergent sequence of functions in C (Q). 

Let us note some of the obvious properties of measurable functions. 
Any linear combination of measurable functions is measurable; 

the function / 1 ·/2 is measurable if so are / 1 and / 2 • Together with f 
the function If I is also measurable. If the functions / 1 , / 2 , ••• 

are measurable, then so are max (/1 (x)), min (/1 (x)), and 
i~h i~h 

lim fh (x) (the limit is understood in the sense of a.e.). Since 
h-+oo 
sup (fh (x)) = lim max (/1 (x)) and inf (fh (x)) = lim min(f1(x)), 

II 1<--.oo i.;;;h k h-+oo i~h 

it follows that these functions are also measurable provided so are 
fh, k = 1, 2, .... If the derivative of a measurable function exists 
a.e., it is also measurable. 

It follows from the definition that a function f (x) belonging to 
C (Q) is measurable. An arbitrary function f (x) belonging to C (Q) 
is also measurable, because it can be expressed as the limit of a se
quence of functions belonging to C (Q) that converges in Q: f (x) = 
= lim f (x) ~o (x), where ~6 (x) is the slicing function for the 

6-+0 
region Q (see Chap. I). 

3. Lebesgue Integral of Nonnegative Functions. We shall often 
consider sequences fh (x), k = 1, 2, ... , of measurable functions. 
that are monotone nondecreasing (nonincreasing) a.e. in Q, that is, 
the sequences which, for all k >- 1, satisfy the inequalities 
/1<+ 1 (x) >- fh (x) (/H1 (x) ~ fh (x)) a.e. in Q. If such a sequence of 
functions is bounded a.e. (that is, for almost all x 0 E Q the number 
sequence f~t (x0), k . 1, 2, ... , is bounded), then it converges a.e. 
to some function. We shall denote this as follows: /11. t f a.e. as 
k-+ oo if the sequence is monotone nondecreasing, and fR t f a.e. 
as k -+ oo if the sequence is monotone nonincreasing. 

A function f (x) which is nonnegative a.e. in Q is said to be Lebes
gue-integrable in Q (over Q) if there is a monotone nondecreasing se-
quence of functions fh (x), k = 1, 2, ... , in C (Q) which converges 
to f (x) a.e. in Q and is such that the sequence of (Riemann) integrals 

~ fh (x) dx ~ C, k = 1, 2, ... , is bounded above. The exact 
Q 

upper bound of the set { ~ fh (x) dx, k = 1, 2, ... } is called the 
Q 

Lebesgue integral of the function f (x): 

(L) ) f dx =sup ) !11. (x) dx =lim \ fh (x) dx. (1) 
Q h Q h-.oo Q 
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Let us show that if the function f(x) nonnegative a.e. in Q is 
Lebesgue-integrable, then for any monotone nondecreasing sequence 
of functions fi.(x), k = 1, 2, ... , in C(Q) that converges a.e. 

to f the sequence of integrals i fi. (x) dx, k = 1, 2, ... , is bounded 
Q 

above and sup \ fi.(x) dx = (L) j' f dx, that is, the Lebesgue integral 
h Q Q 

is independent of the choice of the approximating sequence. 
Before proving the above statement, we shall demonstrate that 

if f,.(x), k = 1, 2, ... , is an arbitrary sequence of functions in 
C(Q) such that f,. t f a.e. as k--+ oo (f (x) >- 0 a.e.), then 

sup J f,.(x) dx >- 0, and hence for any a.e. nonnegative function 
" Q 

i(x) that is Lebesgue-integrable 

(L) ) f dx~O. (2) 
Q 

Let f,.(x) t f(x) a.e. as k--+ oo. Take an arbitrary 8 > 0. The 
set E consisting of points where the sequence /,., k = 1, 2, ... , 
does not converge to for where f < 0 is a set of measure zero, hence 
it can be covered by a countablesetofopen cubes {Kh i = 1, 2, ... } 
with total volume less than 8. Let K denote the union of all the 
cubes of this cover. For any point x 0 E Q"--.K f,.(x0) t f(x0) >- 0 as 
k--+ oo, therefore, there is anN= N (x0) such that fN (x0) >-e. 
Since the function f [\" (x) E C (ij), the last inequality holds also in the 
interSeCtiOn lj xo n Q Of the Set Q With an Open CUbe lj xO Centred at 
the point x0 • Because the sequence is monotone, the inequalities 
j,.(x) > -8 also hold in Uxo n Q for all k >- N. The aggregate 
{Ux, x E Q"--.K} U {Ki, i = 1, 2, ... } of open sets covers the 
set Q, and, since Q is closed, from this cover we can select a finite 

s 

subcover Uxt, ... ,Ul, Ki,, ... ,Ki. Put K'=UKi·· Since 
X S j=f J 

t K' I< e and there exists an N 0 such that for all x E Q'-..K' c 
l -

c(UU:x:.) nQ we have f,.(x)>- 8 for all k~N0 , it follows 
j=l J 

that for these k 

J f,.(x)dx= J /,.(x)dx+ J f,.(x)dx~-8lQI+A 18 
.q Q"'-K' K' 

= 8 (At -I Q I), 
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where I Q I is the volume of Q, A1 = min f1 (x). Since e > 0 is 
xEQ 

arbitrary, the last inequality yields (2). 
Now suppose that f (x) is an arbitrary a.e. nonnegative Lebesgue

integrable function, and let fR_ (x), k = 1, 2, ... , fk t f a.e. as 
k -+ oo, be a sequence of functions in C (Q) for which the sequence of 
integrals is bounded. Taking an arbitrary sequence of functions 
fi. (x), k = 1, 2, ... , in C (Q) such that fi. (x) t f (x) a.e. as 
k-+ oo, we shall show that 

lim r f!tdx=lim r t~~.dx. 
k->oo ~ k->oo ~ 

Consider the sequence f~t- j;,, k= 1, 2, ... , with arbitrary m. 
Since, as k-+ oo, f~~.- f:.n t f- t:.n;;;::,o a.e. in Q, it follows that 

~~~ _\ (!~~.- t:.n) dx = !~~ J f~t dx- _\ t:.n dx?;;O. Hence the sequence 
Q Q Q 

\ t:.ndx, m=1, 2, ... ,is bounded and lim J t:.ndx~lim \ fkdx, 
Q m->oo Q k->oo Q 
and, because the reverse inequality obviously holds, the assertion 
is established. 

Let us consider a cube containing the region Q and sides parallel 
to the coordinate planes, and decompose it by planes parallel to 
the sides into a finite number of parallelepipeds. The nonempty 
intersection of an open parallelepiped of the resulting decomposition 
with the region Q will be called a cell (of decomposition of Q), and 
the aggregate of all the cells the decomposition II of Q. A measurable 
function f (x) is called step-function in Q if it assumes only constant 
values inside each cell of a decomposition II of Q. 

By the integral of a step-function we shall obviously mean the 
sum of volumes of all the cells multiplied by the value of the function 
in the corresponding cell. 

Lemma 2. For every monotone nondecreasing sequence of functions 
f~t (x), k = 1, 2, ... , inC (Q) there exists an a.e. monotone nonde
creasing sequence f(,. (x), k = 1, 2, ... , of step-functions such that 
fl, (x) ~ !~~. (x), k = 1, 2, ... , a.e., and f~t (x) -fit (x)-+ 0 a.e. 
as k-+ oo. 

Proof. Since the function f~t (x) is uniformly continuous, we can 
find a number 811. > 0 such that I fk (x') - !~~. (x") I < 2-k for any 
points x', x" E Q satisfying I x' - x" I< 6~~., k = 1, 2, . . .. We 
denote by Il1 a decomposition of Q with maximum diameter of the 
cell ~ 61 . The step-function 1; (x), which is equal to min / 1 (x) 

x{k 
in every cell K of the decomposition Il1 , has the property that 
0 ~ / 1 (x) - 1; (x) ~ 2-1 for almost all x E Q. By taking finer decom_ 
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position of ITl we can construct a new decomposition IT2 with maxi
mum diameter of the cell ~ 62 • The step-function f2 (x), which is 
equal to min f 2 (x) in every cell K of IT 2 , satisfies the inequalities 

xEK 
0::::;;: f2 (x) - f2 (x) ~ 2-z for almost all x E Q. Furthermore, f2 (x) ::;> 
::;> f~ (x) a.e. in Q. Continuing this process, we obtain for any k ::;> 1 
a decomposition ITk of Q and together with it a step-function f',_ (x) 
having the properties that 0 ~ fk (x) - fl. (x) < 2-k, fl. (x) ~ fl. _1(x) 
for almost all x E Q. Hence f(, (x) ~ fk (x) a.e. in Q, and a.e. in Q 
the sequence fk (x)- fl. (x), k = 1, 2, ... , has a limit equal to 
zero. I 

Lemma 2'. For any sequence of step-functions fl. (x), k = 1, 2, ... , 
which is monotone nondecreasing a.e. in Q, there exists a monotone 
nondecreasing sequence of functions fk(x), k = 1, 2, ... , in C (Q) 
such that fk(x) ~ fi, (x) a.e. and /',. (x) - fk (x)--+ 0, as k--+ oo, 
a. e. in Q. 

Proof. Evidently, it suffices to establish the lemma for /1 (x) ::;> 0 
a.e. 

Consider the function /1. (x) (f1 (x) ::;> 0 a.e. implies that fi,(x) ::;> 0 
a.e.), and let the corresponding decomposition ITh of a cube contain
ing Q (a 0 denotes the length of the side of the cube) consist of mk cells 
(when the decomposition ITk of Q corresponding to f/, does not con-

tain more than mk cells). Take .Sk =min {a;, 2nan 11mk2k}, where 
0 

ak is the length of the smallest of all sides of all the parallelepipeds, 
the cells of decomposition IT/,, and let sEk (x), 0 ~ sEk (x) ~ 1' 
where sEk is the slicing function (see Introduction, Chap. I) for 
the pth cell of decomposition IT/,, (.Skis chosen so that the total vol-

mk 

ume of the intersection of parallelepipeds, where 2] s~k (x) < 1' 
p=i 

with Q does not exceed 2-~<). 
mk 

Let '~IJR(x) denote the function //,(x) · 2] s~~< (x). It is easy to see 
P=i 

that 'ljll< (x) E C(Q), 'ljlk(x) ~ /l,(x) a.e., and /h(x) - 'ljlk(x)--+ 0, 
ask--+ oo, a.e. Then the functions fk(x) = max 'ljlm(x), which are 

m~h 

continuous in Q, satisfy a.e. the inequalities fk(x) ~ //,(x), k = 
= 1, 2, ... , and /l.(x)- fk(x)--+ 0, ask--+ oo, a. e. I 

Lemmas 2 and 2' immediately imply the following proposition. 
Theorem 1. In order that a function f(x) nonnegative a.e. in Q may 

be Lebesgue-integrable over Q, it is necessary and sufficient that there
exist an a.e. monotone nondecreasing sequence fk(x), k = 1, 2, .. ·~ 
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which converges to f (x) a.e., of step-functions with bounded sequence of 

integrals. Furthermore, (L) J f dx = sup J /11 dx. 
Q k Q 

Lemma 3. A monotone nondecreasing sequence of functions in 
C (Q) having bounded sequence of integrals converges a.e. in Q. 

It follows from Lemma 2 that in order to prove Lemma 3 it suf
fices to establish the following proposition: If the sequence of step
functions fk, k = 1, 2, ... , is monotone nondecreasing a.e. and 
the sequence of their integrals is bounded, then the sequence fk, 
k = 1, 2, ... , converges a.e. in Q. 

Let us cover the boundary 8Q (8Q E Ct, see Introduction, Chap. I) 
by a finite number of closed cubes K1 , ••• , K 1 with sufficiently 

l 
small total volume so that the set Q' = Q'-.. U Ki is a region. Evi-

i=i 
dently, it is enough to show that an a.e. monotone nondecreasing 
sequence of step-functions / 11 , k = 1, 2, ... , converges a.e. in the 
polyhedron Q'. 

Consider an arbitrary function / 11 (x) from this sequence, and let II11 
be the corresponding decomposition of the polyhedron Q'. 

Let S denote the union of sides of all such polyhedra which belong 
to at least one of the decompositions II11 , k = 1, 2, ... , and let~ 
denote the aggregate of all the points x of the set Q' "-._ S at which 
the number sequence / 11 (x), k = 1, 2, ... , is unbounded. Because S 
is a set of measure zero, it is enough to show that ~ is a set of mea
sure zero. 

Taking an arbitrary e > 0, we denote by ~~~. e the set which 
.consists of (a finite number) of cells of the decomposition II11 on 

which fk(x)-;;;:,1/e. Since c;;:, f fk(x)dx;;:,-IAtliQ'I + f-1 ~k.e ,, 
Q' 

where A1 is the least value that the function / 1 (x) assumes on the 
.cells of the decomposition II1 (! 11 (x) ~A1 a.e. in Q'), it follows 
that !~11 ,e/::=:;;e (C+IA1 IIQ/). Since 

00 00 

~ C U ~~~. e = ~1. e U U (~1!+1, e "-~k; e), 
11=1 1!=1 

the set ~ is covered by a countable system of polyhedra; further
more, the total volume of these polyhedra does not exceed 
e(C +I A1 ll Q / ), because, in view of the fact that the sequence 
of step-functions f 11 (x), k=1, 2, ... , is monotone a.e., for any 

N-1 _ 

N-;;;:,1 ~t,eU U (~k+t,e"-._~l!,e)C~N.e and hence 
1!=1 

N-1 

l~t.el+ ~ /~k+t,e"-..~k.el::::;;I~N. eJ::=:;;e(C+IAti!QI). 
11=1 
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But then the set 0 can be covered by a countable system of open 
cubes with total volume less than 2e (C + I A1 I I Q 1). I 

4. Lebesgue-Integrable Functions. Any real-valued function f(x) 
can be expressed as 

f (x) = J+ (x) - f- (x), 

where the functions J+ (x) = max (! (x), 0) 
= max (-f(x), 0) are nonnegative. 

(3) 

and f- (x) = 

The function f (x) is said to be Lebesgue-integrable over Q if the 
functions f+ (x) and f- (x) in (3) are Lebesgue-integrable over Q. The 
integral of f (x) is defined by 

(L) J. f dx = (L) .\· r d.x- (L) ) f- dx. (4) 
Q Q Q 

Let A(Q) denote the set of functions that are Lebesgue-integrable 
over Q. From the definition of A(Q) it follows that the function 
C1fdx) + C 2/ 2 (x) E A(Q) if the functions /;(x) E A(Q) and Ct 
are any constants, i = 1, 2. Furthermore, 

(L) f (Ct/1 + Czfz) dx = C!(L) ) ft dx + Cz (L) ) f2 dx. 
Q Q Q 

Therefore, in particular, If (x) I = f+ (x) + f- (x) E A (Q) if 
f(x) E A(Q), that is, a Lebesgue-integrable function is absolutely 
integrable. Since If I + f = 2f+ >- 0 and If I - f = 2f- >- 0, 
inequality (2) implies 

I<L)) fdxJ~(L)) lfldx 
Q Q 

(5) 

for f E A(Q). 
For functions f1 , i2 in A (Q) satisfying the inequality f1 ~ f 2 for 

almost all x E Q, by the same inequality (2) we have the inequality 

(L) ) / 1 dx~(L) f /2 dx. (6) 
Q Q 

1 
The functions max (ft(x), f 2 (x)) = 2 (/1 + /2 + I i 1 - f 2 I) and 

min (/1(x), f 2 (x)) = ; (/1 + f 2 - I i 1 - f 2 I) belong to A(Q) if so 

do the functionsi1 andf2 , and therefore also max (ft{x), ... , fm(x))E 
E A (Q), min (/1 (x), ... , fm (x)) E A (Q), if fi (x) E A (Q), i = 
= 1, ... , m. 

Theorem 6. In order that an a.e. nonegative function i(x) which 
is Lebesgue-integrable over Q may vanish a.e., it is necessary and 

sufficient that (L) \ f dx = 0. 
Q 

4-0594 



50 PARTIAL DIFFERENTIAL EQUATIONS 

Proof. If f (x) = 0 a.e. in Q, then the sequence fh(x), k = 
= 1, 2, ... , of functions that are identically zero in Q has the 
property that fh (x) t f (x), ask-+- oo, a.e. in Q. Therefore, by 

definition, (L) J f dx = 0. 
Q 

Conversely, suppose that (L) J f dx = 0. Then there exists a se-
Q 

quence of functions fk(x), k = 1, 2, ... , in C(Q) such that 
fk(x) t f(x), ask-+- oo, a. e. Now consider the sequence f~(x), 

k = 1, 2, .... Evidently, ft. (x) E C(Q), k = 1, 2, ... , and 

ft. (x) t f (x), ask-+- oo, a.e., thereby implying that 0 ~ J ft. (x) dx ~ 
Q 

(0 

~ (L) .\ f dx = 0, that is ft. (x) = 0 for all k :;;> 1, which, in turn, 
0 

yields that f = 0 a.e. I 
5. Comparison of Riemann and Lebesgue Integrals. If a function 

f (x) is Riemann-integrable (it should be recalled that Riemann 
integral is defined only for bounded functions), then, as is known, 
there exist two sequences fl., f~, k = 1, 2, ... , of step-functions, 
with fk, k = 1, 2, ... , a.e. monotone nondecreasing and f'h, k = 
= 1, 2, ... , a.e. monotone nonincreasing, that converge to j (x) 
a.e. and are such that the sequences of their integrals have a common 
limit equal to the Riemann integral of f(x). In the more "economical" 
process of constructing a Lebesgue integral, it is enough to have 
(in view of Theorem 1) only the first of these sequences (the bounded 
function f (x) can, by adding an appropriate contant, be assumed 
nonnegative). 

Hence if a function f (x) is Riemann-integrable, then it is also Le
besgue-integrable and the two integrals coincide. Henceforth the letter 
L before the integral sign will be dropped, and an integral will always 
mean a Lebesgue integral, while an integrable function will mean 
a function belonging to i\ (Q). 

The set of bounded functions belonging to i\ (Q) is larger than 
the set of Riemann-integrable functions, because, for instance, the 
Dirichlet function x (x) E i\ (Q) is bounded but not Riemann-inte
grable. 

Furthermore, in the construction of the Lebesgue integral of 
f (x) it was not assumed that the function is bounded; for example, 
the unbounded function I x 1-a for 0 <a< n belongs to i\ (I xI <1). 
In Courses of Analysis the idea of Riemann integral is extended to 
unbounded functions (improper integrals). It can be easily shown 
that an absolutely Riemann-integrable (in the improper sense) func
tion f(x) belongs to A(Q) and that its Lebesgue integral coincides 
with the improper Riemann integral. 
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Let us note that in regions of dimension not less than 2 all the 
improper Riemann-integrable functions are absolutely integrable 
in the improper sense. Therefore only in the one-dimensional case the 
existence of improper Riemann integral of a function may not 
imply its integrability in the sense of Lebesgue. An example of 

this is the function __!_ sin_.!._ defmed on (0, 1). 
X .1: 

6. Sufficient Conditions for Lebesgue-Integrability. Levy's Theo
rem. We shall now establish a relationship between measurability 
and integrability of a function. By definition, an integrable function 
is measurable; however, as illustrated by the function I x 1-a, a> n, 
defined in the ball {I x I < 1 }, not every measurable function is inte
grable. Let us establish some sufficient conditions for integrability. 
For this, we shall require theorems on the passage to limit under the 
integral sign, which are also important in their own right. 

First, we examine monotone f'equences of functions and prove a theo
rem which states that the set of integrable functions is "closed" with 
respect to monotone limit processes. 

Theorem 3 (B. Levi). An a.e. monotone sequence of functions 
fk (x), k = 1, 2, ... , integrable over Q with bounded sequence of inte
grals converges a.e. in Q to an integrable function f (x), and 

~~~ .\ ik dx = .l f dx. (7) 
Q Q 

Proof. It is enough to prove the theorem for a monotone nondecreas
ing sequence. By changing the sign of all the functions, the case of 
a monotone non increasing sequence can be reduced to the previous case. 

So, let fk (x), k = 1, 2, ... , be an a.e. monotone nondecreasing 
sequence of integrable functions. Without loss of generality, we may 
assume that fk (x)::;;? 0 a.e., k = 1, 2, ... (otherwise, instead of the 
sequence fk (x), k = 1, 2, ... , we would consider the sequence 
F k (x) = fk (x) - / 1 (x), k = 1, 2, ... , consisting of a.e. nonnega
tive functions). 

For every k ::;;? 1, we examine the sequence of functions fkm (x), 
m = 1, 2, ... , in C (Q), fkm (x) t fk (x), as m--+ oo, a.e. in Q. 
The functions cpm (x) = max (/;m (x)), m = 1, 2, ... , belong to 

i:::;m 

C (Q) and have the following properties: 
(a) cpm (x) ~ cpm+l (x), 
(b) fkm (x) ~ cpm (x) ~ fm (x) for k ~ m (the second inequality 

holds a.e.), 

(c) .\ cpm(x)dx~) fm(x)dx~C, 
Q Q 

(d) i fkm(x)dx~ \ cpm(x)dx for k~m. J ,I 
Q Q 
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From (a), (c) and Lemma 3, we find that crm t f, as m--+ oo, a.e. 
in Q, where f is a measurable function. Passing to limit as m--+ oo 
in the left inequality of (b) and using the right inequality of (b), 
we obtain, for all k, cpk (x) :::::;; fk (x) :::::;; f (x) a.e. in Q. Then, as 
k--+ oo, fk (x)--+ f (x) a.e. in Q and f (x) ::):- 0 a.e. in Q. Hence 

f (x) E A (Q) and f f dx = lim f cpk (x) dx. Taking the limits, 
Q k-+oo Q 

as m--+ oo 1 in (c) and (d), we have f fk dx:::::;; J f dx ~ lim J fm dx 
Q Q m->oo Q 

for every k, that is, f f dx = lim f fm dx. I 
Q m-+oo Q 

By means of Levi's theorem the following sufficient condition for 
integrability of a function is establislied. 

Theorem 4 (Fatou's Lemma). If the sequence fk(x), k = 1, 2, ... , 
of a.e. nonnegative integrable functions converges a.e. to a function 

f(x) and f fkdx:::::;; A, k = 1, 2, ... , then f (x) is indegrable and 
Q 

J f dx:::::;; A. 
Q 

Proof. Consider the integrable functions '¢mk (x) = min (ji (x)) 
m,;i:;::;k 

with m :::::;; k. In view of the fact that as k--+ oo '¢mk(x) t '¢m (x) = 
= in£ (fi (x)) a.e. and 0:::::;; '¢mk (x):::::;; fm (x) a.e., the inequality 

i~m 

(6) and Levi's theorem imply that '¢m (x) E A (Q) and 0:::::;; 

~ .\ '¢m (x) dx :::::;; J f m (x) dx :::::;; A. The assertion of the theorem 
Q Q 

now follows from Levi's theorem, since a.e. '¢m (x) t f (x) as m--+ oo. I 
Another sufficient condition for a function to belong to the set 

A (Q) is contained in the following theorem. 
Theorem 5. If a function f (x) is measurable and I f (x) J :::::;; g (x) 

a.e., where g (x) is an integrable function, then f (x) is also integrable. 
Thus a measurable function with integrable modulus is integrable, 

and, in particular (the region Q is bounded!), every bounded (that is, 
I f (x) I :::::;; const a.e. in Q) measurable function is integrable. 

Proof of Theorem 5. Since the function f (x) is measurable, there 
is a sequence of integrable (in fact, of even continuous in Q) 
functions fk (x), k = 1, 2, ... , which converges to f (x) a.e. 
in Q. The sequence of integrable functions f~ (x) = 
= max (-g (x), min (ik (x), g (x))), k = 1, 2, ... , also converges 
to f (x) a.e. and has an additional property that I fl, (x) l :::::;; g (x) 
a.e., k = 1, 2, .... Then the sequence fi. (x) + g(x), k = 1, 2, ... , 
is composed of a.e. nonnegative functions, converges a.e. to f + g, 



LEBESGl;E INTEGRAL. QUESTIONS OF FUNCTIONAL ANALYSIS 53 

and for all k ~ (fi. +g) dx ~ 2 f g dx. By Fatou's lemma, f + 
Q Q 

+ g E A (Q), thereby implying f E A (Q). I 
From Levi's theorem and Theorem 5 we obtain the following 

result. 
Corollary. If /,. (x) E A (Q), k = 1, 2, ... , and the series 

00 00 

I• 
~ 1 If" I dx < oo, then the series ~ ik (x) converges a. e. in Q 
k=i Q k=i 

m 

absolutely (that is, the sequence~ lfk(x)/, m=1, 2, ... , con
k=1 

00 

verges a.e.), and the function f(x)= ~ fk(x)EA(Q). 
k=1 

7. Lebesgue's Theorem on Passage to Limit under the Integral 
Sign. One of the fundamental results of the theory of Lebesgue inte
gration is the following theorem, due to Lebesgue, regarding the 
passage to limit under the integral sign. 

Theorem 6 (Lebesgue). Let the sequence of measurable functions 
fk (x), k = 1, 2, ... , converge a.e. in Q to a function f (x), and let 
I fk (x) I~ g (x) a.e., k = 1, 2, ... , where g (x) is integrable. Then 
f (x) is also integrable and 

lim ) fk dx =) f dx. 
k-+oo Q Q 

(7) 

Proof. By Theorem 5, the functions fk (x), k = 1, 2, ... , are 
integrable. 

Consider the measurable functions IPs (x) =sup (fk (x)) and 'IJJs (x) = 
ll';;>s 

= inf (fk (x)), s = 1, 2, .. .. Since a.e. I IPs (x) I ~g (x) and I 'IJJs (x) / ~ 
k';;>s 

~g (x), s = 1, 2, ... , the functions IPs (x) and 'IJJs (x), s = 1, 2, ... , 
are also integrable. But, as S-+ oo, IPs (x) t f (x) and 'IJJs (x) t f (x) 
a.e. which, according to Levi's theorem, implies that f (x) E A (Q) 

and ) f dx =lim ) IPs dx =lim \ 'IJJs dx. Now (7) is a consequence 
Q S-+00 [Q S-+00 Q ' 

of the obvious inequalities 'IJJs (x) ~f s (x) ~IPs (x) a.e., s = 1, 2, .. . . I 
The relation (7) may not hold if the majorant of the sequence is 

not an integrable function. For instance, the sequence fk (x) = 

= k 21 xI" (1 - 1 x 1), k = 1, 2, ... , where O'n is the surface area of 
On 

unit sphere in the n-dimensional space, defined in the ball Q = 
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{I x I < 1} tends to zero everywhere in Q but ) fk dx = 
Q 

k2 
(k+n)(k+n+1)-.1 as k-+oo. 

Lebesgue's theorem yields the following result. 
Theorem 7. Suppose that for some s >- 0 the function f(x, y), X= 

= (x1 , ••. , Xn) E Q c Rn, Y = (y1 , ••• , Ym) E Q c Rm, belongs 
to the space c• (Q) for almost all x E Q, and for all y E Q and I a I ~ 
~ s I D~ f (x, y) I ~ g (x) for almost all x E Q, where the function 

g (x) is integrable ouer Q. Then J f (x, y) dx E c• (Q). 
Q 

8. Change of Variables under the Integral Sign. As regards the 
change of independent variables, the Lebesgue integral behaves 
exactly like a Riemann integral. 

Suppose that the transformation 

Y = Y (x) (y; = Yi (x1 , ••• , Xn), i = 1, ... , n) (8) 

that is continuously differentiable in the region Q maps Q one-to-one 
into the region Q'. First of all, we shall show that this transforma
tion maps a set of measure zero into a set of measure zero. 

Indeed, let E, E c Q, be a set of measure zero. Since the union of 
a countable number of sets of measure zero is a set of measure zero, 
it is enough to show that under transformation (8) the image of the 
set E 6 = E n Qr, with sufficiently small 6 > 0, is a set of measure 
zero. 

Let e > 0 be arbitrary. The set E6 can be covered by a countable 
set of cubes with total volume less than e. We may assume that all 
the cubes of this cover have diameters less than 6/2, thereby implying 
that all of them belong to Q612 • Since every cube, with diameter d, 
of this system is mapped by (8) into a region with diameter d' ~ 
~ d Vn max I VYi I = Cd, the image of the set E 6 can be covered 

1!'Si~n 
xEQ6/2 

by a countable system of cubes whose total volume is less than 
en <Vnte. This proves the assertion. 

Theorem 8. Let the transformation (8), which is continuously differ
entiable in Q and has a nonvanishing Jacobian J(x) in Q, map Q one
to-one into Q'. In order that a function f (y) may belong to A (Q') it is 
necessary and sufficient that the function f (y (x)) I J (x) I belong to 
A (Q). Furthermore, 

J f (y) dy = f f (y (x)) I J (x) I dx. (9) 
Q' Q 

Proof. The inverse transformation corresponding to (8) maps Q' 
one-to-one into Q, is continuously differentiable in Q', and has a 
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non vanishing Jacobian in Q'. Therefore it suffices to establish 
Theorem 8 only in one direction, and we may confine to the case 
where f (y) is a.e. nonnegative in Q'. 

Let f (y) be an a.e. nonnegative function integrable over Q', and 
let !R. (y), k = 1, 2, ... , be a sequence of functions in C (Q'), 
JR. (y) t f (y), ask-+ oo, a.e. in Q'. Consider the following sequence 
of continuous functions in Q': ji, (y) = !R. (y) ~ (kp (y)), k = 1, 2, ... , 
where the function s (t) defined over [0, oo) equals zero for 0 ~ 
~ t ~ 1/2, 2t- 1 for 112 < t < 1, 1 for t :> 1, and p (y) is the 
distance of y E Q' from the boundary fJQ' (p (y) E C (Q')). 

Obviously, for any k fi. (y) ~ !R. (y) ~ f (y) a.e. in Q' (this implies 

that the sequence ~ f/c. dy, k = 1, 2, ... , is bounded) and, as 
Q 

k-+ oo, ji, (y) t f (y) a.e. in Q'. Hence 

lim \ ti. (y) dy = r f (y) dy. 
ll-00 Q' ~ 

Since the functions fi. (y) are continuous in Q', we have 

) //, (y) dy = ~ fl. (y (x)) I J (x) I dx, k = 1, 2, . . . . Hence the 
Q' l,J 

function f (y (x)) I J (x) I, being the limit of a monotone nondecreas
ing sequence of functions !R. (y (x)) I J (x) I, k = 1, 2, ... , in 
C (Q) that converges a.e. in Q, is integrable over Q and relation (9) 
holds. I 

Remark. Theorem 8 readily implies that if in Q the inequalities 
Co~ I J (x) I ~ cl, where Co and cl are some positive constants, 
hold, then a necessary and sufficient condition for the function f (y) 
to be integrable over Q' is that the function f (y (x)) be integrable 
over Q. i\Ioreover, we have the inequalities 

Co J j/(y(x))jdx~f j/(y)jdy~C1 f /f(y(.r))jdx. (10) 
Q Q Q 

9. Measurable Sets. Integrals over Measurable Sets. Consider 
a subset E of Q. The function XE (x) equal to 1 for x E E and zero 
for x E Q'""E is called the characteristic function of the set E. 

A set E is called measurable if its characteristic function is mea
surable. The measure of a measurable set E (mes E) is defmed by the 
relation 

mes E = ) XE (x) dx. (11) 
Q 

(The integral on the right side exists in view of Theorem 5.) 
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If Q' is a subregion of Q, then it is measurable, since XQ· (x) = 
= lim ~~~ (x), where ~6 (x) is the slicing function for_Q'. Further, 

6-->0 
roes Q' = I Q' 1. 

The sets of measure zero defined in Subsec. 1 are measurable, and 
they are the only sets with zero measure (according to the definition 
just given). To prove this statement, it suffices to use Theorem 2 of 
Subsec. 4. 

If Eisa measurable subset of Q and f (x) is integrable over Q, then 
by definition we consider this function to be also integrable over E, 
and the integral is defined by 

~ f dx= .l fxEdx. (12) 
E Q 

(Again, in view of Theorem 5, the integral on the right-hand side 
exists.) 

If Eisa subregion Q' of Q, then, as is easy to see, these new defini
tions of integrability and of integral over Q', of course, do not con
tradict the respective defmitions (Subsec. 4) given directly for Q'. 

10. Absolute Continuity of an Integra). The following property 
is known as absolute continuity of the Lebesgue integral. 

Theorem 9. Let a function f (x) be integrable over Q. Then for any 
e > 0 there is a 6 > 0 such that for an arbitrary measurable set E c Q, 
roes E < 6, the inequality 

1 r fax 1 <e 
E 

(13) 

holds. 
Proof. In view of the inequality (5), it is enough to prove the 

theorem for If (x) I, .that is, we may assume that f (x) > 0 a.e. in Q. 
Taking an arbitrary e > 0, we choose a function fe (x) E C (Q) 

such that f(x)~fe(x)~O a.e. in Q and 0~ ~ fdx- J fedx~e/2. 
Q Q 

I I ~ r e 
Then J fdx= J fXEdx= J (f-fe)xEdx+) fe"f.Edx~T+MemesE, 

E Q Q Q 

where Me= rna~ fe (x). Hence (13) follows if we set 6 = e/(2111 e)· I 
xEQ 

11. Relationship between Multiple and Iterated Integrals. We 
shall now discuss the question of reducing a Lebesgue multiple 
integral to an iterated integral, and simultaneously the question 
of interchanging the order of integration. 

Let Qn be an n-dimensional bounded region in variables x = 
= (x1 , ••• , xn) and Qm an m-dimensional bounded region in va
riables y = (y1 , ••• , Ym). We consider a function f (x, y) in the 
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bounded region Qm+n = Qm X Qn of (m + n)-dimensional space 
in variables (x,- y). 

Theorem 10 (Fubini). Let the junction f (x, y) be integrable over 
Qm+n· Then f (x, y) is integrable with respect to y E Qm for almost all 
x E Qn, is integrable with respect to x E Qn for almost all y E_..Qm, the-

junctions r t (x, y) dy and ) t (x, y) dx are integrable with respect 

~m Qn 
to x E Qn and y E Qm, respectively, and 

) fdxdy=) dx j fdy= f dy) fdx. (14} 
Qm+n Qn Qm Qm ~n 

It is, of course, enough to prove Fubini's theorem (see Subsec. 9) 
for the case where Qn is the cube Kn = {I xi I< a, i = 1, ... , n}, 
Qm is the cube Km ={I Yi I< a, i = 1, ... , m}, and Qm+n is. 
the cube Km+n = {I xi I< a, I Yi I< a, i = 1, ... , n, j = 
= 1, ... , m} for some a > 0. Before proving the above theorem, 
we shall establish the following assertion. 

Lemma 4. Let E be a set of (m + n)-dimensional measure zero· 
situated in Km+n• and let E 2 (x) and E1 (y) be its m- and n-dimension
al sections by the planes x = x andy= y, respectively. Then for almost 
all x E Kn the set E 2 (x) has m-dimensional measure zero and for almost 
ally E Km the set E1 (y) has n-dimensional measure zero. 

By Lemma 1 (Subsec. 1), the set E can be covered by a countable 
system of cubes with finite total volume in such a manner that every 
point of the set belongs to infinitely-many cubes. We may assume 
that the sides of these cubes are parallel to coordinate planes. The 
series formed by integrals of characteristic functions Xk (x, y) of 

these cubes converges. Since i Xk (x, y) dx dy = ) dx f Xk dy, 

Km+n J(n J(m 
according to Corollary to Theorems 3 and 5 (Subsec. 6) the series. 

composed of integrals ~ Xk (x, y) dy converges for almost all x. This, 
J(m 

in turn, means that for almost all x the set E 2 (x) is covered by a count
able system of m-dimensional cubes with finite total volume in a 
manner such that each of the points lies in infinitely-many such 
cubes. I 

Proceeding now to the proof of Fubini's theorem, we first note 
that we can confine to the case f (x, y) > 0 a.e. in Km+n· 

Take a sequence of functions fk (x, y), k = 1, 2, ... , inC (Km+n} 
such that fk (x, y) t f (x, y) a.e. in Km+n· Denote by E a set having
(m + n)-dimensional measure zero such that for all (x, y) E Km+n ~ E' 
the sequence fk (x, y) converges monotonically to f (x, y). 
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By the definition of an integral, 

Jdxj"fk(x,y)dy= J fk(x,y)dxdy-+ f fdxdy 
Kn J(m Km+n Km+n 

ask-+ oo. 

By Levi's theorem, monotone sequence Fk (x) = ~ fk (x, y) dy, 
Km 

.k = 1, 2, ... , of functions belonging to C (Kn) converges a.e. in 
Kn to a function F (x) integrable over K 11 , and 

.\ Fdx=;~~ ~ Fdx)dx= ) fdxdy. (15) 
Kn Kn Km+n 

Let us take an arbitrary point x E Kn at which the number sequence 
Fk (x), k = 1, 2, ... , converges to F (x) and the set E 2 (r) (the 
intersection of E with the plane x = X) has m-dimensional measure 
zero. According to Lemma 4, the set of points of Kn not satisfying 
these properties has n-dimensional measure zero. The sequence 
fk (x, y), k = 1, ... , converges monotonically for ally E Km ""'Eix) 
(consequently, a.e. in Km) to f (x, y). Levy's theorem asserts that 
f(x, y)EA(Km), and, as k-+oo, 

f fk (::i", y) dy t \ f (x, y) dy. ( 1G) 
Km Km 

Hence the functions ~ f (x, y) dy and F (x) coincide a.e. in K 11 • I 
Km 

In what follows, we shall often make use of the following propo
sition which is a consequence of Fubini's theorem. 

Corollary. If f (x, y) is measurable in Om+n• is a.e. nonnegative, 
and if one of the iterated integrals in (14) exists (that is, for instance, 
for almost all x f (x, y) is integrable with respect to y and the function 

\ f dy is integrable with respect to x), then the function f (x, y) is 
Qm 
integrable over Om+n• and hence the second iterated integral also exists 
and (14) holds. 

To establish this, it suffices to verify that f (x, y) E A (Qm+n)· 
The sequence fk (x, y) = min (f (x, y), k), k = 1, 2, ... , has the 
property that fk (x, y) t f (x, y) a.e. in Om+n• 

) fk (x, y)dxdy= j dx f t,, (x, y)dy,~f dx ~ fdy 
Qm+rt Qn Qm Qn Qm 
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(the equality here has been written on the basis of Fubini's theorem 
as applied to a measurable and bounded, and hence integrable over 
·Qm+n• function fk (x, y)). The fact that f (x, y) E A (Qm+n) now 
follows from Levi's theorem. 

12. Integrals of the Potential Type. Let a function p (x) be meas
urable and bounded a.e. in Q, I p (x) I ~ M a.e. Then for every 
.x E Rn the function u (x) = \ p (y) dya' a< n, is defined and is 

Q lx-yl 

known as integral of the potential type. 
Let us show that u (x) E C (Rn)· For a ~ 0 it is obvious, so let 

a> 0. We first note that for any points x0 and x and any 6 > 0 
we have the inequality 

Ju(x0)-u(x)l~) IP(Y)IJ lxo_~yla- lx~yla /dy 
Q 

~M r ( 1 + 1 ) dy J I x0 - Y Ia I x- Y Ia 
/xO-Y/<li 

-f-M Qn{J-YI">li} llxO~yla lx~yla 'dy. (17) 

Fix x0 and take an arbitrary e > 0. Since for a?O and x :I= x0 

1 1 1 
inf -? sup a, 

YE{/x-yf<:O}!l{ixO-yf>li} I x-y Ia 6a YE{/x-yf>li}!l{/xO-yf<li} I x-y I 

and mes{(Jx-yJ<6) n (Jx0 -yl>6)}=mes{(/x-yl>6)n 
n(/x0 -y/<6)}, it follows that 

r dy :::;:::: r 
J I X- Y Ia """""" J I x0 - Y Ia · 

/xO-yf<li fxO-yf<li · 

dy 

Hence 

r ( 1 + 1 ) dy ~ 2 r dy = const 6n-a. 
J lxO-yla /x-yla J lxO-yla 

1xO-yf<6 fxO-yf<O 

Accordingly, we can find (and fix) a 6 > 0 so that the first term on 
the right-hand side of (17) is less than e/2. 

The function F (x, y) =I 1 1 I is continuous on I xO-y Ia I x-y Ia 

the closed set Q = { I X- x0 I ~ ~ ' y E Q n ( I y - x0 I ? 6)} and 
F (x, y) lx=xo = 0. Therefore an 'l"J, 0 < 'll < M2, can be found such 

e -
that F (x, y) < 2M I Q I whenever I X - x0 I< 'll for all y E Q n 
n(ly-x·0 l?6). Accordingly, if lx-x0 l<'l"J, the second term 
in (17) also does not exceed e/2. Then, for I x- x0 I< 'll• 
l u (x0)- u (x) I< e, that is, u (x) is continuous. 
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Now assume n- a> 1. We shall demonstrate that in this case 
u (x) is continuously differentiable in Rn and that 

( ) f ( ) fJ ( 1 ) d f ( ) Yi-Xi d 
UxiX=JPY fJxi lx-yla y=aJpy lx-yla+2 y. 

Q Q 

S. I Yi-Xi ,___ 1 . 1 . . th 1nce +Z ::::::::: +i , ~ = , ... , n, arguing 1n e same 
I x-y Ia I x-y Ia 

way as above for u (x), we conclude that the functions 

u;(x) =a~ p (y) I x~~~~~ 2 dy, 
Q 

i = 1, •.. , n, 

are continuous in Rn. Further, by Fubini's theorem, for any i. 
i = 1, ... , n, 

xi xi 

\ Uj (x) dxi =a J\ dxi f p (y) ____:Y::..:_i_X.:.,-i -;;- dy 
J J I x-y la+2 
x? x~ Q 

xi xi 

=a f p (y) dy f ____::.Y.:._i -----:X.::..,-i -,;- dxi = f p (y) dy f fJfJ. ( 1 a) dxi 
J J lx-yja+ 2 J J x, lx-yl 
Q X~ Q X~ 

=u(x)-u(x1, ••• ,'xi-i• xL Xi+i• ••• , Xn)· 

Therefore 

Uj (x) = U:x.i (x), i= 1, ... , n, 

establishing the assertion. 
In exactly the same way, it can be shown that if n - a> s, s is 

an integer, then u (x) has continuous derivatives up to order s, 
and that 

Dau (x) = I p (y) D~ 1 a dy 
~ I x-y I 

for all a = (a1 , ••• , an), I a I ~ s. 
We remark that the function 

u!{x)= J p(y)ln/x-y/dy, 
Q 

called logarithmic potential, is (n - 1) times continuously differen
tiable in Rn and for all a, I a I ~ n - 1, 

Daui(x)= ~ p(y)D~lnjx-yidy. 
Q 
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13. Lebesgue Integral of Complex-Valued Functions. Suppose that 
the function f (x) defined in the region Q is complex-valued: 

f (x) = Ref (x) + i Im f (x). 

The function f (x) is called measurable in Q if so are the functions 
Re f and Im f , while f (x) is integrable in Q if both Re f and 
Im f are integrable in Q. In this case the integral off (x) is defined 
by the relation 

f fdx= \ Refdx+i \ lmfdx. 
. J • 
Q Q Q 

Since ~ (IRe f I + I Imf I)~ If I~ IRe f I + I Im f 1. in order 
that the measurable function f (x) be integrable it is necessary and 
sufficient that the function 1 f (x) 1 be integrable. 

14. Lebesgue Integral on an (n-1)-Dimensional Surface. Let 
S be an (n - i)-dimensional surface (of class C1), and let Sm, m = 

N 
= i, 2, ... , N, be a cover of S by simple pieces, S = U Sm 

m=1 
(see Chap. I, Introduction). Every simple piece Sm is described by 
the equation 

Xp = IPm (xtt • · ·, Xp-1• Xp+tt • • ·, Xn), 

(Dm, the projection of Sm onto the coordinate plane Xp = 0, i ~ 
~ p = p (m) ~ n, is an (n - i)-dimensional region having boun
dary of class C1). 

Formula (i8) provides a one-to-one correspondence between 
the points (x1 , ••• , Xp _1 , Xp+t, •.• , Xn) of the set i5 m and the 
points (x1 , ••• , Xp _1 , Xp, ••• , Xn) of Sm: with every point 
(xl, ... , XP-l• IPm (xl, ... , XP-1• Xp+l• ••• , Xn), Xp+t•, •• , Xn) E 
E Sm is associated a point (x1, x 2 , ••• , Xp-1 , Xp+t• ••• , Xn) E Dm 
{its projection onto the plane xp = 0). 

Suppose that the set E is contained in Sm for some m, m = i, ... 
. . . , N. Let lS denote its original in Dm under the above mapping. 
We shall say that E is a set of surface measure zero if lS is a set of 
{n - i)-dimensional measure zero. 

A set E belonging to S is called a set of surfaces of measure zero 
if each of the sets E n Sm, m = i, ... , N, is a set of surface mea
sure zero. 

It can be easily shown that the property of the set E c S being 
a set of surface measure zero is independent of the choice of the 
cover sl, ... , SN of the surfaces. 
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The notion of a set of measure zero permits us to introduce, in 
complete analogy with the case of n-dimensional region (see Sub
sees. 1-4), the concept of a.e. convergence on S and the related con
cepts of measurable and Lebesgue-integrable functions on S. 

A function defined on S is called measurable (on S) if it is the 
limit of a sequence of functions in C (S) that converges a.e. on S. 

The nonnegative function f (x) defined on S is said to be (Le
besgue) integrable on S if it is the limit of a monotone nondecreasing 
sequence, con verging a. e. on S, of functions fR (x), k = 1, 2, ... , 
continuous on S for which the sequence of surface (Riemann) inte-

grals is bounded above: j" fn. (x) dS ~ C, k = 1, 2, . . . . The (Le-
s 

besgue) surface integral off (x) is defined by 

i f dS =sup f fdx) dS =lim f /R.(x) dS. s h s R->CJO s 

A real-valued function f (x) defined on S is said to be Lebesgue
integrable over S if the nonnegative functions j+ (x) = max (f (x), 0) 
and f- (x) = max (-f (x), 0) are Lebesgue-integrable; in this case 

,\ t as = f r as - I t- ds. 
s s s 

Let the function f be defined on a surface S, and let S 1 , •.. , S .v 
be a cover of S by simple pieces. Suppose that fm (x1 , .•• , Xp<m> _1 ,. 

Xp<m>+1, ... , Xn) defined on Dm denotes the function f (x1, ... 
· · ., Xp<m>-1• cpm (x1, · · ., Xp<m>-1• Xp<ml+1• · · ., Xn), Xp<m>+1• · • · 
... , Xn)· 

We shall show that the function f is measurable if and only if all 
the functions r, m = 1, ... , N, are measurable; f is integrable over S 
if and only if each of the functions r is integrable over Dm, m = 
= 1, . . . , N; furthermore 

N 

\" fdS= ~ ~ rV1+/Y'cpmj2 dxt ... dxp<mHdxp<mH·tdxn, (19) 
J • 
s m=ln;, 

where D; =D1, and D;,, m > 1, 
m-1 

is the projection of Sm"" U St 
i=i 

onto the plane Xp<m> = 0. 
If f is measurable (integrable), then, clearly, so is each of the 

functions fm, m = 1, ... , N. 
Let us show that if all the functions fm, m = 1, ... , N, are 

integrable, then so is f (assertion regarding measurability is estab
lished similarly); this we shall do assuming (this is no loss of 
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generality) that j,. and hence, all r, m = 1, ... , N, are nonneg
ative a.e. (on S and correspondingly on Dm)· 

For each m, m = 1, ... , N, take a monotone nondecreasing 
sequence f'l:, k = 1, 2, ... , of nonnegative functions in C (Dm) 
converging a.e. (in Dm) to the function fm. We examine the sequence 
Ilk, k = 1, 2, ... , of decompositions of an (n- i)-dimensional 
cube K containing Dm: Il1 is decomposition of K into 2n-l equal sub
cubes with sides equal to half that of K, the decomposition I1 2 is 
obtained by taking finer divisions of I11 in which every cell (cube) 
of decomposition Il1 is divided into 2n-l equal subcubes, and so on. 
For all m = 1, ... , N, k = 1, 2, ... , we denote by D'm, h a closed 
set composed of (a finite number of) closures of all the cells of decom-
position Ih contained in D;,., and by f?: a function continuous in Dm 
which vanishes in Dm ~D'm, h and in D'm, h equals the function 
f'l:· ~ (k·rm, h), where ~ (t) = 0 for 0 < t < 1/2, ~ (t) = 2t- 1 
for 1/2 .:C t ~ 1, ~ (t) = 1 for t > 1, and r m, h is the distance between 
the point (x1 , •.• , Xp<m> _1 , Xp<m>+I, ... , Xn) E D'm, h and the boun
dary of D'm, h· Clearly, for all m, m = 1, ... , N, the sequence 
f,r'(, k = 1, 2, ... , is monotone nondecreasing a.e. in D;,. and con
verges to r. 

;::::m 
We define a function fh, m=1, ... , N, k=1, 2, ... , con-

tinuous on S as follows: 

for xESm 

for xE S"-..Sm 
N ~ 

and put fh = 2J Jr':, k = 1, 2, Clearly, each of the functions 
m=1 

fh, k= 1, 2, ... , is continuous on S and 
N N 

I fhdS= ~ I tr:dS= ~ r ~~nds 
S m=1 S m=!Sm 

N 

= ~ J 7f':V1+IV<pmj2 dx1 ... dxp<mHdxp<m>+i ... dxn 
m=!Dm 

N 

~ \ ff': V 1 +I V<pm j2 dx1 ..• dxp<mH dxp<m>+i ..• dxn. (20} 
m=! n' m 

Furthermore, as k-+ oo, fh t f a.e. on S. Since the function 
rVt+IV<pml2 , m=1, ... , N, is integrable on D;,., (20) implies 

that the sequence J f h dS, k = 1, 2, ... , is bounded. Consequently, 
s 
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j is integrable over S. Passing to the limit, as k --+ oo, in (20), 
we obtain (19). 

From what has been just proved/ it readily follows that all the 
properties that were established earlier for an n-dimensional region 
also hold for functions measurable and continuous over S. 

§ 2. NORMED LINEAR SPACES. HILBERT SPACE 

1. Linear Spaces. A set ~ is called a linear space if on its ele
ments the operations of addition and multiplication by real (complex) 
numbers are defined and the resulting elements also belong to ~and 
have the following properties: 

(a) f1 + f2 = /2 + f1, 
(b) (f1 + f2) +fa = f1 + (f2 +fa), 
(c) there is an element o in~ such that 0-f = o for any f E ~. 
(d) (c1 + c2) f = ctf + cJ, 
(e) c U1 + f2) = cft + cf2, 
(f) (c1c2) f = c1 (c2f), 
(g) 1· f = f 

for any f, f1, ••• E ~ and any real (complex) numbers c, c1, .... 

Depending on whether the numbers by which the elements of ~ 
are multiplied are real or complex, the space ~ is designated as 
a real or a complex linear space. For definiteness, in this chapter we 
shall consider only complex linear spaces. All the definitions and 
results are easily carried over to the case of a real linear space. 

A subset of the linear space ~ which itself constitutes a linear 
space is called a linear manifold in ,!T. 

Let fm, m = 1, 2, ... , be a countable (or finite) system of ele
ments of the linear space ~- A set composed of elements of the form 
ctf1 + ... + c,fk for all possible k and arbitrary complex c1 , ••• 

. . . , c, is a linear manifold in !T and is called linear manifold 
spanned by the elements f,, k = 1, 2, .... The elements f1, ... , fm 
Qf .'F are linearly independent if c1f1 + ... + cmfm = o holds only 
for c1 = ... = Cm = 0; otherwise f1, ... , fm are linearly depen-
dent. When the set of elements of ~ is infinite, it is linearly inde
pendent if every finite subset of it is linearly independent. 

A linear manifold is finite-dimensional (n-dimensional) if it has n 
linearly independent elements and the aggregate of any of its (n + 1) 
elements is linearly dependent. 

The linear manifold spanned by linearly independent elements 
j,, k = 1, ... , n, of 9F is n-dimensional. 

A linear manifold is called infinite-dimensional if one can find in 
it a linearly independent subset composed of infinite number of 
elementf'.. 
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2. N ormed Linear Spaces. The space ~ is a normed linear space 
if to each element f of this space we can assign the quantity II f II = 
= II f lis: (norm of f) having the following properties: 

(a) II cf II = I c I II f II for any complex c and any f E !F, 
(b) II /1 + !2 II ~ II /1 II + II /2 II for any li E ~. i = 1, 2 (the 

triangle inequality), 
(c) II t II :;> o, where II t II = o if and only if t = o. 
In a normed linear space one can introduce the notion of distance 

II /1 - / 2 II between two elements / 1 and / 2 as well as that of con
vergence. 

The sequence fm, m = 1, 2, ... , of elements of ~ is called 
fundamental if II h- fm II~ 0 ask, m ~ oo. 

The sequence fm, m = 1, 2, ... , of elements of ~ is said to 
converge totE tiT Um ~ t as m ~ oo, or lim lm =f) if II lm - 1 11~ 

m->oo 

~o as m~ oo. 
A sequence cannot converge to two different elements, for if 

II fm -I II~ o and II fm - g II~ o as m ~ oo, then II t - g II= 
= II I- fm + fm- g II-< II lm- I II+ II lm- g II~ o as m ~ oo, 
that is, II t - g II = o, implying t = g. 

If lm ~ f, then II fm II~ II I II (continuity of the norm). Indeed, by 
the triangle inequality, II fm II ~ II fm -I II + II t II and II I II ~ 
~ II lm -I II + II fm 11. Consequently, I II fm II - II f II I~ 
~ II fm - f II ~ 0 as m ~ oo. 

If the sequence converges Um ~ /), then it is fundamental, since 

II f,,- fm II = II lk- I+ I- lm II~ II lk- I II + 
+ II I- lm II~ 0 ask, m ~ oo. 

The converse, generally speaking, does not hold. 
A normed linear space is called complete if corresponding to every 

fundamental sequence of its elements there is an element of this 
space to which this sequence converges. 

A complete normed linear space B is known as Banach space. 
A linear manifold in a Banach space B that is complete in the 

norm of B (and hence is itself a Banach space with the same norm) 
is called a subspace of B. The linear manifold spanned by a finite 
number of elements of B is a subspace of B. 

If oJft is a linear manifold in B, then the set wit obtained by adding 
to c4t all those elements which are limits of all the fundamental 
sequences of elements of &It (in B every fundamental sequence has 
a limit) is known as the closure (in B) of manifold c!t. 

The closure oJft of a linear manifold oJft is clearly a linear mani
fold. Let us show that it is closed. To this end, let fk, k = 1, 2, ... , 
be a fundamental sequence of elements of oft, and put I = lim lk· 

k->oo 

5-0594 
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We show that f E aJt. By the definition of (!If/, for any k = 1, 2, ... , 
there is an element fi. E elft such that II fi. - fk II < 1/k, therefore 

II I - !J; II = II f - fk + fk - fi. II :::;;; II I - fk II + 1/k-+ o 
as k -+ oo, that is f = lim fi., implying f E elft. 

k__,.oo 

Thus the closure of a linear manifold in B is a subspace. 
The closure of a linear manifold spanned by the elements /,10 

k = 1, 2, ... , is called a subspace spanned by these elements. 
A set o!t' c: B is bounded if there is a constant C such that II/ II::=;;; C 

for all f E o!t'. 
The set e!lt' c: B is said to be everywhere dense in B if for any f E B 

there is a sequence fi., k = 1, 2, ... , of elements of elft' that con
verges to f. 

A Banach space B is separable if it contains an everywher& 
dense countable set. · 

3. The Scalar Product. Hilbert Space. We say that a scalar product 
is introduced in a linear space H if with every pair of elements hH 
h 2 E E there is associated a complex quantity (h1, h 2) (the scalar 
product of these elements) with the following properties: 

(a) (h1, h2) = (h 2 , h1) (in particular, (h, h) is a real number), 
(b) (hl + h2, h) = (hl, h) + (h2, h), 
(c) for any complex c (ch1, h 2) = c (h1 , h2), 
(d) (h, h) >- 0, where (h, h) = 0 if and only if h = o. 
Let us establish the important inequality, known as Bunyakov

skii's inequality, 
I (hl, h2) 12:::;;; (hl, hl)· (h2, h2), (1) 

which holds for arbitrary h1 , h 2 in H. When h 2 = o, the inequali
ty (1) is obvious, so let h 2 =1= o. For any complex t 0 ::=;;; (h1 + th 2 , 

h1 + th2) = (h1 , h1). + t (h1 , h 2) + t (h17 h 2) + I t 12 (h2, h 2). If we 
t t - (ht. h2) h' . l't b (h h) l(ht. h2)12 ........ pu - - (h2 , h2 ) , t 1s mequa 1 y ecomes 1 , 1 - (h2 , h2 ) -7' 

>- 0, equivalent to (1). 
The scalar product generates a norm II h II = V (h, h) in H. 

Properties (a) and (c) of a norm are apparently satisfied. To show that 
(b) (the triangle inequality) is also satisfied, we make use of the 
Bunyakovskii's inequality 

II hl + h2 112 = II hl 112 + (hH h2) + (h2, hl) + II h2 ll2 

:::;;; Hh1 W + 211hl llllh2ll + llh2ll2 = (1lh1 II+ llh2ll)2• 

A linear space with a scalar product that is complete in the norm 
generated by this scalar product (that is, is a Banach space in this 
norm) is called a Hilbert space. 

Apart from the convergence (in norm), it proves convenient to 
introduce one more type of convergence in a Hilbert space. A se-
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quence hm, m = 1, 2, ... , in His said to converge weakly to an ele
ment h E H if lim (hm, f) = (h, f) for any f E H. 

m .... oo 
Let us show that a sequence cannot converge weakly to different 

elements of H. Assume that there are two elements h, h' E H such 
that lim (hm, f) = (h, f) and lim (hm, f) = (h', f) for any 

m~oo m~~ 

f E H. Then for all f EtH (h - h', f) = 0 and, in particular, with 
f = h- h' we have (h- h', h- h') = 0, implying h = h'. 

If a sequence hm E H, m = 1, 2, ... , converges to hE H, then 
it converges to it weakly as well. Indeed, 

I (hm, f) - (h, f) I = I (hm - h, f) I 
~ II hm- h 1111 f II-+ 0 as m-+ oo. 

4. Hermitian Bilinear Forms and Equivalent Scalar Products. 
A Hermitian bilinear form W is said to be defined on a Hilbert space H 
if with every pair of elements h1 , h 2 E H there is associated a complex 
number W (h1 , h 2) with the following properties: 

(a) W (h1 + h 2 , h) = W (h1 , h) + W (h 2 , h), 
(b) W (ch1 , h 2) = cW (h1 , h 2), 

(c) W (h1 , h 2) = W (h 2 , h1) 

for arbitrary h, h1 , h 2 E H and arbitrary complex c. 
The function W (h, h) defined on H is called quadratic form cor

responding to the Hermitian bilinear form W (h1 , h 2). By Property 
(c), the quadratic form corresponding to a Hermitian bilinear form 
is real-valued. 

An example of Hermitian bilinear form defined on H is the scalar 
product and the correspondingiquadratic form is the square of the 
norm generated by the scalar product. 

If/a quadratic form corresponding to a Hermitian bilinear form 
has the property that W (h, h) :;> 0 for all h E II and W (h, h) = 0 
for h = o only, then the bilinear form W (h1 , h 2) can be taken as 
the (new) scalar product in H: W (h1 , h 2) = (h1 , h 2)', and the result-
ing (new) norm is defined by II h' II = VW (h, h). 

The norm II II' is said to be equivalent to the norm II II if there
exist constants C1 > o, C2 > o such that II h II' ~ C1 II h II, II h II~ 
~ C2 II h II' for any element hE H. Two scalar products (,)and (, )" 
are said to be equivalent if so are the norms generated by them. 

If the norm II II' is equivalent to the norm II II, then the set n· 
is a Hilbert (that is, a complete) space also with respect to th~ 
scalar product ( , )'. 

In fact, let the sequence hk, k = 1, 2, ... , of elements of H be 
fundamental in the norm II II': II hk - hs II' -+ 0 as k,· s-+ oo; 
this sequence is also fundamental in the norm II II, since II hk - hsll ~ 
~ C2 II hk - h 8 II'. Because H is complete in the norm II IJ, there 
exists an element h E H to which the sequence in question con.:. 

5* 
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verges: II hk - h II -+ 0 as k-+ oo. But the sequence converges to h 
in the norm II II' also, since II hk - h II' ~ C1 II hk - h II, and the 
conclusion follows. 

5. Orthogonality. Orthonormal Systems. Two elements h1 , h2 E H 
:are orthogonal (h1 _l h 2) if (h1 , h 2) = 0. An element h is said to be 
-orthogonal to a setH' c H if (h, h') = 0 for all h' E H'. Two sets H' 
and H" in H are orthogonal (H' _l H") if (h', h") = 0 for all h' E H', 
h" EH". 

If h E II is orthogonal to a set H' that is everywhere dense in H, 
then h = o. Indeed, let hi,, k = 1, 2, ... , be a sequence of ele
ments of H' and hi,-+ h ask-+ oo. Since (h),, h) = 0 for all k :;;?:- 1 
and by weak convergence (hi,, h)-+ II h W, it follows that II h II = 0, 
implying h = o. 

An element hE H is normalized if II h II = 1, and a set H' c H 
is called orthonormal (orthonormal system) if its elements are norma
lized and are mutually orthogonal. An orthonormal set is, obvious
ly, linearly independent. 

A countably infinite (or finite) linearly independent set of ele
ments hk, k = 1, 2, ... , can be transformed into a countably 
infinite (or finite) orthonormal set in the following manner (Gramm
Schmidt's method): 

h2-(h2 , e1) e1 

II h2- (h2, e1l e1 II ' ... ' 

(according to the supposition that the set hk, k = 1, 2, ... , is 
linearly independent, hn- (hn, e1) e1 - •.• - (hn, en-1) en-1 =I= o 
for any n :;;?:- 2). . 

6. Fourier Series with Respect to an Arbitrary Orthonormal 
System. Suppose that f is an arbitrary element of H and e1, ••• , 

en, ... a countable orthonormal system in H (if His fmite-dimension
al, one must take an orthonormal system consisting of a finite 
number of elements). Denoting by Hp, for some p :;;?:- 1, the subspace 
spanned by the elements e1 , ••. , ep, we try to find in Hp an ele
ment which is closest (in the norm of H) to the element f. Since any 

p 

element of Hp is of the form ~ Crer with certain constants c1 , ••• , Cp, 
r=1 

the problem reduces to determining constants cu ••• , Cp such 
p 

that the quantity 61 (!; c1 , ••• , cp) = II f - ~ c.,.e.,. 112 
p ~1 

attains 

its minimum. 
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The quantities fk = (f, ek), k = 1, 2, .•. , are called Fourier 
coefficients off with respect to the system e1, e2 , .... Since 

p p 

6hP(f; Ct, ••• , Cp)(f- ~ Cren f- ~ Crer) 
r=1 r=1 

p p p 

=II f 11 2 - ~ Crfr- ~ Cr/r+ ~ / Cr 12 
r=1 r=1 r=! 

p p 

= ~ I Cr- f r l2 - ~ I f r 12 + 1/ f W' 
r=1 r=1 

the quantity 6kP (!; c1 , ••• , cp) attains its minimum only when 
Cr=/7 , r=1, ... , p, and this minimum, denoted by 6kp(f), is 

p 

equal to 1/ f // 2 - ~ I fr 12 : 
r=1 

p 

6kp U) =II t 11 2 - ~ I fr r 
r=! 

(2) 

Thus, for a given j, we have the inequality 
p p 

ilf- ~ Crer I/~ /if-~ frer // 
r=t r=1 

for all c1 , ••• , Cp, describing the minimal property of Fourier coef
ficients; the equality is attained only for Cr = fr, r = 1, ... , p. 

Denoting by fP the unique element closest to f in the subspace H P: 

we have 
(3) 

The element fP is called the projection of f onto the subspace H p· 

Equality (2) implies that for any f E H and any p ~ 1, 
p 00 

~ I fr J 2 ~1/ f 1/ 2 • Accordingly, the number sequence ~ I fr \2 con-
r=1 r=1 
verges and Bessel's inequality 

00 

~ lfr/2 ~1/fiJ2 
r=1 

holds. 
Lemma 1. Let fk, k = 1, 2, ... , be a sequence of complex num

bers and ek, k = 1, 2, ... , an orthonormal system in H. In order 
00 

that the series ~ fkek may converge in the norm of H it is neces
k=t 

00 

sary and sufficient that the number series ~ If r 12 converge. 
r=1 
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p 00 

Proof. Let Sp = L; frer be the partial sum of the . v f senes L...: rer. 
r=t r=t 

p p 

For p>q we have the equality IISp-Sqii2 =JI L; frer IJ 2 = L; lfrl2 
q+t q+i 

which implies that convergence of L; I fr /2 is necessary as well 
as sufficient for the sequence of its partial sums to be fundamen
tal, and hence for convergence of series in question, since H 
is complete. I 

Let f be any element of Hand fk, k = 1, 2, ... , its Fourier coef
ficients with respect to the orthonormal system ek, k = 1, 2, .... 
The series 

00 

L; fkek 
k=i 

is called Fourier series of f with respect to the system ek, k = 
= 1, 2, .... 

Lemma 1 and Bessel's inequality yield the following result. 
Lemma 2. The Fourier series of any element f E H with respect to 

an arbitrary orthonormal system converges in the norm of H. 
Lemma 2 establishes the existence of an element T E II to which 

the Fourier series of f converges. A natural question can be asked: 
Is 1 = f for all f E II? 

In the general case, unless additional conditions are imposed on the 
system e1 , e2 , ••• besides its orthonormality, the answer to above 
question is in negative. 

7. Orthonormal Basis. It follows from (2) that for any f E H the 
quantity flk (f) decreases when p increases. Therefore a priori there 
are two case~ to be examined: 

(a) for all f E H fl'Jr (f)-+ 0 asp-+ oo, 
(b) there is an ele~ent I E H for which 61 (f) -+ c > 0 asp -+ oo. 
When (a) holds, for any I E H we have, hy (3), 

p 

I= lim L; lkek 
P-+oo k=i 

or, which is the same 
co 

I= L; l,.eJ&, (4) 
k=1 

that is, in case (a) the Fourier series of an element I converges (in 
the metric of H) to f. Furthermore, for any IE H we have 

co 

(5) 
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known as the Parseval-Steklov equality, and its generalization 
00 

(f, g)= ~ f1tgk, (5') 
11=1 

true for all f, g E H. 
Equality (5) is a consequence of (2). To establish (5') we first 

note that the series on the right side converges absolutely, because 
i.ts general term has a majorant which is the general term of a con-

- 1 
vergent series: I fk g1l. I~ 2 (I/,~. 1z + I g11 12). Further, by (4) 

p 

(f, g)= lim (fP, g)= lim ( ~ fke1l., g) 
p~oo p~oo k=1 

p p 00 

=lim ~ fk (ell., g)= lim ~ fkg1l. = ~ fkgk, 
p~oo 11=1 p~oo 11=1 11=1 

as desired. 
In case (b), there is an element f E H whose Fourier series con

verges (by Lemma 2 of the preceding Subsection) to 1 =1= f, that is, the 
element h = f -1 =1= o. Hence 

00 

f=h+ ~ f11.e11., 
k=i 

where h =1= o and h is orthogonal to the subspace spanned by the 
system e1 , e2 , •••• 

We again return to case (a) in which we are basically interested. 
A countable orthonormal system e1, e2 , ••• is called complete 

or an orthonormal basis for the space H if any element f E H can be 
expanded in a Fourier series (4) with respect to this system. 

The aforementioned discussion leads to the following assertion. 
Lemma 3. For an orthonormal system e1 , e2 , ••• to be an orthonor

mal basis for H it is necessary and sufficient that the Parseval-Steklov 
equality (5) hold for any element f E H or (5') hold for any two elements 
j and g of H. 

Lemma 4. For an orthonormal system e1 , e2 , ••• to be an orthonor
mal basis for H it is necessary and sufficient that the linear manifold 
spanned by this system constitute an everywhere dense set in H. 

If the system e1 , e2 , ••• is an orthonormal basis for H, then every 
element f E H is approximated in the norm of H as closely as one 
pleases by the partial sums of its Fourier series which are linear 
combinations of this system. This shows that the condition is neces
sary. 

To show that the condition is sufficient, take an arbitrary element 
j E H. For an e > 0 we can find a number p = p(e) and numbers 

p 
c1(e), ... , cp(e) such that II f- ~ ck(e) ek II< e. Since the 

11=1 



72 PARTIAL DIFFERENTIAL EQUATIONS 

Fourier coefficients have the property of being minimal, it follows 
that 

which shows that f has a Fourier expansion (4). 1 
Theorem 1. In a separable Hilbert space there is an orthonormal 

basis. 
Proof. Let h;, h;, ... be a set everywhere dense in H. By h1 denote 

the first nonvanishing element h/., (h; = ... = h/.,_1 = o), by h 2 

the first nonvanishing element of the set hk,+1 , hk,+z• ... that 
forms with h1 a pair of linearly independent elements, and so on. 
The countable (or finite) system h1 , h 2 , ••• is linearly independent 
and the linear combinations of the elements of this system are every
where dense in H. We can transform the system h1 , h 2 , ••• (Sub
sec. 5) into a countable orthonormal system of elements e1 , e2 , 

whose linear combinations are also dense in H. By Lemma 4, this 
system is an orthonormal basis for H. 1 

§ 3. LINEAR OPERATORS. COMPACT SETS. 
COMPLETELY CONTINUOUS OPERATORS 

1. Operators and Functionals. Let B1 and B 2 be Banach spaces and 
B' a set lying in B1 • An operator A (operator A from B1 into B 2) is 
s;id to be defined on B; if to every element f E s; there corresponds 
an element g E B 2 : g = Af. The set B; is called the domain of defini
tion of A and is denoted by D A• D A = B;, while the set of elements 
of the form Aj, f ED A• is known as its rangeR A c B 2 • 

The operator A is a functional if the space B 2 is a set of complex 
numbers (the modulus of a complex number is taken as a norm of this 
set). The functionals will commonly be denoted by l. 

Simplest examples of operators are the operator 0, the null ope
rator, and (for B1 = B 2) the identity operator I defined as follows: 
Of= o for all IE D 0 , If= I for all IE Dr. 

An operator A is said to be continuous on an element f E D A if it 
111aps a sequence fk, k = 1, 2, ... , of elements of D A converging 
to fin the norm B1 into a sequence A/", k = 1, 2, ... , that converges 
to AI in the norm B 2 • Operator A is continuous on the set E c D A 

(in particular, on D A) if it is continuous on every element fEE. An 
operator A that is continuous on D A will be referred to as continuous. 

The operator A is linear if D A is a linear manifold and 
A(c1f1 + cJ2) = c1A/1 + c2A/2 for any elements /i ED A and 
numbers c;, i = 1, 2. 
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The null element of B1 is mapped by the linear operator A into 
the null element of B 2 , because 

Ao = A(O·f) = O·Af = o 

(f is any element of D A)· 
For a linear operator A to be continuous it is necessary and sufficient 

that it be continuous on the null element (or, generally, on some element 
of D A)· 

The necessity of this condition is apparent. To show that it is 
sufficient as well, let fk, k = 1, 2, ... , be a sequence of elements 
of D A that converges to fED A· Since gk = fk- j, k = 1, 2, ... , 
is a sequence of elements of D A converging to zero, it follows that 
Agk-+ o as k-+ oo, thereby implying Afk-+ Aj ask-+ oo. 1 

Let A;, i = 1, 2, be linear operators from B1 into B 2 , D A 1 = D A 2, 
and let c;, i = 1, 2, be certain numbers. We define a new operator 
A = c1A1 + c2A 2 as follows: for any fED A= DA, = DA2, Aj = 
= c1A 1j + c2Ad. Operator A is also linear. 

Thus the operations of addition and multiplication by complex 
numbers are defined on the set of linear operators with common do
mains of definition. It is easily seen that this set is a linear space. 

A linear operator A is said to be bounded if there is a constant 
C > 0 such that II Aj IIB2 ~ C II f liB, for all f E D A or, what is 
the same, II Aj IIB2 ~ C for all fED A satisfying II f liB, = 1. 

The exact upper bound of the values of Cis known as the norm of A 
and is denoted by II A 11. 

We can show that 

JIAIJ=supiiA/IJB2 = sup IIA!IIB2· (1) 
tEDA IJ!IIB, tEDA 

II IIIB,=1 

Put a = sup II Aj IIB2111 f liB'" For all f ED A• II Aj IIB2IIIfiiBt~ 
fED A 

~ a, therefore II A II ~ a. To establish the reverse inequality, we 
note that, by the definition of exact upper bound, for every e > 0 
there is an element /e ED A such that II Afe IIB2/II /e IIB1 :;;>a- e. 
This implies that II A II :;;> a - e for any e > 0, that is, II A II :;;> a. 
Hence II A II = a. 

In particular, when A is a bounded linear functional, A = l, 
its norm is given by 

IIlii- _IZ/_1_- Jlf I , -sup II f II - sup . • 
IED1 B1 !ED1 

II f IIB1=1 

Note that the set of bounded linear operators with common domains
of definition is a linear manifold in the space of all the linear opera
tors with the same domains of defmition. The norm defined above 
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for a bounded linear operator satisfies all the axioms of being a 
norm. It can be easily shown that this normed space is complete 
(that is, it is a Banach space). 

The following proposition establishes a connection between the 
notions of boundedness and continuity for linear operators. 

For a linear operator A to be continuous it is necessary and sufficient 
that it be bounded. 

Sufficiency. Let the sequence f1u k= 1, 2, ... , in DA converge 
{in B 1) to !EDA. Since IIAf~t-AfiiBz=IIA(fk--f)IIBz<::IIAIIx 
Xllf~t-!IIB1 ~0 as k~oo, it follows that Af~t~Af, as k~oo, 

in B 2 • 

Necessity. Assume the contrary, that is, A is unbounded. Then 
there is a sequence fi., k = 1, 2, ... , of elements of D A such that 
II Ali. IIB2 > k II /i. IIB11 but this contradicts the continuity of A, 
because the sequence fk = fh./(k II /1. IIB1), k = 1, 2, ... , belonging 
to D A converges in B1 to zero, while the sequence Afk, k = 1, 2, ... , 
-cannot converge to Ao = o since II Af~t II B. :;> 1. I 

A bounded linear operator A whose domain of definition D A is 
-everywhere dense in B1 can always be assumed to be defined on the 
whole of B1, by redefining it on B1 ~D A as follows. Let f be an ele
ment of B1~D A and fk, k = 1, 2, ... , a sequence of elements of 
D A that converges to f in the norm of B1 (D A is everywhere dense 
in B1). Since A is bounded, the sequence Afk, k = 1, 2, ... , of 
-elements of B 2 is fundamental in B 2 , and because B 2 is complete, 
the sequence A/It, k = 1, 2, ... , has a limit in B 2 • We show that 
this limit is independent of the choice of the sequence fk, k = 
= 1, 2, . . .. In fact, let /1.., k = 1, 2, ... , be another sequence 

1Jf D A converging to f. Then II A/h. - Afk IIB2 = II A (fl. - iR) IIB2 = 
= II A II II fl.- ik IIB1 ~ 0 ask~ oo; accordingly, the limit depends 
only on the element f. We take this as the value At of A on f. The 
.extension of A obtained in this manner, and referred to as the exten
sion with respect to continuity, is a bounded linear operator defmed 
on the whole of B1. 

If A1, A 2 are linear operators for which RA2 c: DA1, then the 
linear operator A 1A 2 on DA2 with range in RA1 is defined as follows: 
A 1AJ = A1 (AJ). If A1 and A 2 are bounded, then so is A 1A 2 and 
IIA1A2 II:::;; II A1 II II Az 11. 

Suppose that the equation A/ = g has a unique solution fED A 

for every g E R A· This means that on R A an operator, denoted by 
A -l, is defined which with every g E R A associates the unique f E D A 

such that Af =g. The operator A-lis called inverse of A. Clearly, 
DA-t = RA, RA-1 = DA, A-1A =I, AA-1 =I; and A-1 is linear 
provided so is A. 

2. Riesz's Theorem. An example of a bounded linear functional 
defined on a Hilbert space H is provided by the scalar product: if we 
fix an arbitrary element hE H, then (f, h) is (with respect to f) 
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a bounded linear functional (boundedness is a consequence of Bunya
kovskii's inequality). The most striking feature is that any bounded 
linear functional defined on H (or, by the results of Subsec. 1, on 
a set everywhere dense in H) may be expressed as a scalar product 
by a proper choice of h E H. Namely, the following important asser
tion holds. 

Theorem 1 (F. Riesz). For every L:Junded linear functional defined 
en a Hilbert space H there is a unique element h E H such that for 
all t E H 

l (f) = (f, h). (2) 

We shall prove this theorem only for a separable Hilbert space H 
(only for such. spaces will this theorem be used in this book). 

Proof. Let e1o e2 , ••• , en, ••. be an orthonormal basis for H (such 
00 

a basis exists, by Theorem 1, Sec. 2), and let ~ fke,. be the 
11.=1 

p 

Fourier expansion of some fEH. Since, as p-HX>, ~ j,.e,.-+f, 
~=1 

by the continuity of l 

p p 00 

l (f)= lim l ( ~ fke,.) =lim ~ fkl (ek) = ~ j,."ii~~., (3) 
p-.oo k=1 p-.oo k=1 11.=1 

where h,.=l(ek), k=1,2, .... 
p 

Consider the element hP = ~ h,.e~~.. Since JZ (hP) I< Iilii II hP II 
k=i 

p p 

(l is bounded) and l (hP) = 2} hkl (e,.) = 2} I hk 12 =II hP w·, we have 
k=1 k=1 

p 00 

for all p;;;::,1 2] Jhkl2-<lll!l2,whichimpliesthat the series 2} /h~tl2 
11.=1 11.=1 

00 

converges and 2] J h,. J2 <11ZI!2 • By Lemma 1 (Sec. 2.6), the 
k=1 

00 

series 2} hkek converges in the norm of H to an element hE H 
k=1 

(hk are Fourier coefficients of h). 
Substituting fk = (!, ek) into (3) and again making use of the 

.JO 00 

continuity of l, we obtain (2): l (f)= 2} (!, h,.e~~.) = (!, 2] hken) = 
k=1 11.=1 

=(!,h). 
Apart from representation (2) if there is another representation 

for l: l (f) = (f, h'), then for all f E H (f, h - h') = 0, implying 
h = h'. 1 
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Let us note that, when proving Theorem 1, we have established 
that II h II ~ II z 11. The reverse inequality II z II ~ II h II follows. 
from (2) and the Bunyakovskii's inequality. Thus liZ II = II h 11. 

3. Adjoint Operator. Suppose that H is a Hilbert space and A 
a linear operator from H into H which is defined on a set D A every
where dense in H (operator A is, generally speaking, not bounded). 

Let D A* denote a set of elements of H satisfying the following 
condition: for any g ED A* there is an element h E H such that 
for all fED A 

(Aj, g) = (f, h). 

The set D A* is nonempty, because the null element of H belongs 
to it: when g = o, h = o. 

We show that to every element g ED A* there corresponds only one 
h E H. Assume the contrary, that is, to a g ED A* let there corres
pond two elements h, h' of H. Then for all fED A (f, h - h') = 0, 
implying h = h' (recall that D A is everywhere dense in H). 

Thus an operator, denoted by A*, is defined on D A*: to every ele
ment g E D A* there corresponds a unique element h = A* g E H 
such that 

(Aj, g)= (f, A*g) (4) 

for any f E D A- Operator A* is called adjoint of A. Its domain of defi
nition is the set D A* consisting of those elements of H for which (4) 
holds for all f E D A· 

If g1, g2 are arbitrary elements of D A* and c1 , c2 arbitrary complex 
numbers, then for any fED A (4) yields 

(f, c1A*g1 + c2A*g2) = c1 (f, A*g1) + c2 (f, A*g2) 

. = c;. (A!, gt) + ~ (Af, g2) = (Af, ctgt + c2g2)· 

which implies that c1g1 + c2g2 E D A* (that is, D A* is a linear mani
fold) and A* (c1g1 + c2g2) = c1A * g1 + c2A * g2 • Thus the operator 
A* is linear. 

Now suppose that A is bounded. By Subsec. 1, it can be assumed 
to be defined on all of H. Take an arbitrary element g E H. The linear 
functional l (f) = (Af, g) is bounded, because I l (f) I ~ IIA/ II X 
x II g II~ (II A II II g II) II f 11. By Riesz's theorem (Subsec. 2}, 
there is a (unique) element hE H such that l (f) = (Af, g) = (f, h) = 
= (f, A *g). Hence (4) holds for all g E H, that is, D A* = H. 

Let us show that A* is bounded and that II A* II = II A 11. Set
ting in (4) f = A* g for any g E H, we obtain 

II A*g 112 = (AA*g, g)~ II A (A*g) 1111 g II 
~ (II A II II g II) II A* g 11. 
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Therefore II A* g \\ ~ II A \\ II g \\, that is, A* is bounded and 
II A* \\ ~ \\A 11. Setting in (4) g = Af for any f E H, we similarly 
Dbtain II A* II>- II A 11. Hence II A* II= II A \\. 

Summarizing, the adjoint operator A* of a bounded linear opera
tor A is defined on the whole space, is linear, is bounded and its 
norm equals that of A. 

It can be easily shown that (A*)* = A, (cA )* = cA * (c is a com
plex number), (A + B)* = A* + B*, (AB)* = B* A*. 

4. Matrix Representation of a Bounded Linear Operator. While 
proving Riesz's theorem, it was established that a bounded linear 
functional defined on a separable Hilbert space is completely deter
mined by its values on an orthonormal basis for this space. Same is 
the case with bounded linear operators. 

Let A be a bounded linear operator acting from a separable Hilbert 
space H into H. Let D A = Hand e1, ••• , en, ... an orthonormal 
basis for H. 

The infinite matrix au = (Ae;, ei) = (e;, A *et), i >- 1, j >- 1 
will be called matrix representation of A in the basis e1, ••• , en, ..•• 
Since (A*eh e;) =au, i = 1, 2, ... , are the Fourier coefficients 
Df A *ei, by the Parseval-Steklov equality (equality (5), Sec. 2. 7) 

00 

the series 2J \au \2 converges and for all j = 1, 2, ... we have the 
i=1 

inequality 
00 

~ laiilz=i!A*ej!lz<IIA*li2=11AIIz. 
i=i 

(5) 

00 

Take an arbitrary element fEH, and let f=~fkekbeits 
k=i 

Fourier series expansion. Since Af E H, its Fourier coefficients 
00 00 00 

(Ah = (Aj, ei) =(A ~ fie;, ei) = ~ fi (Aei, ei) = ~ fiaii, (6) 
i=i i=i i=i 

j = 1, 2, . . . . The series on the right side of (6) converges abso
lutely, because its general term fiai! does not exceed the general term 

{- ( \ fi \2 + I a;i \2) of a convergent series. Substituting the values 
00 

of the Fourier coefficients in the Fourier series Af = 2J (Af)Jei, 
i=i 

we obtain 
00 00 

Af = ~ ( ~ a;J/;) ei. (7) 
j=i i=i 
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Thus, for any f E H, the element Af E H can be determined cor
responding to f by means of only the matrix (ail)· This means that 
the matrix (ail) completely defines the operator A. 

If (ail) is the matrix representation of A in the basis e1 , e2 , •••• 

and (afj) is the corresponding representation of the adjoint opera
tor A*, then 

ati=(A*et, e1)=(e1, Ae1)=a1t for all i~1, j~1. 

Operator A is designated as finite-dimensional (n-dimensional) 
if it maps a Hilbert space H into ann-dimensional subspace of it. 

Suppose that Hn is a subspace of H spanned by the elements e1 , ••• 

. . . , en. For the bounded linear operator A to map H into Hn it is 
necessary and sufficient that aii = 0 for j > n, i >- 1. This state
ment is an immediate consequence of (6) and (7). 

5. Selfadjoint Operators. Operators of Orthogonal Projection. 
A bounded linear operator from a Hilbert space H into H which is 
defined on H is termed selfadjoint if A = A*. 

With a selfadjoint operator A we can associate a Hermitian bili
near form W (f, g) = (Af, g) and the corresponding quadratic form 
(Af, n. These forms are called, respectively, bilinear and quadratic 
forms of operator A. The quadratic form of a selfadjoint operator is 
real-valued. A selfadjoint operator A is said to be nonnegative if 
(A/, f) >- 0 for all f E H. A nonnegative operator A is positive if 
(Af, f) = 0 only for f = o. 

The matrix representation (ail) of a selfadjoint operator satisfies 
(when His separable) the property: ati = a1io i, j = 1, 2, .... 

Suppose that e1 , e2 , ••• is an orthonormal basis for a separable 
Hilbert space H and ei,, ... , eik ... is a countable (or finite) sub-
set of it, while ej,, ... , e ik, ... , a subset of the basis, is complement 
of the chosen subset. Let ~r, ffi" denote, respectively, the sub
spaces spanned by the elements ei11 , k = 1, 2, ... , and eit,, 
k = 1, 2, .... Subspace ffi' (ffi") is the aggregate of elements of H 
that are orthogonal to all the elements eik' k = 1, 2, ... (ei11 • 

k = 1, 2, ... ). Equivalently, the subspace ffi' Ol1") is the set 
of all the elements of H having the property that in their Fourier 
expansions with respect to the basis ek, k = 1, 2, ... , the Fourier 
coefficients of the elements ej11 , k = 1, 2, ... (ei 11 , k = 1, 2, ... ) 
vanish (that is, the corresponding terms do not appear in the expan
sions). The subspaces ffi' and m" are orthogonal, ~r _Lffi". 

With an arbitrary f E H, whose Fourier expansion is of the form 
~fkek, we associate the elements 

00 00 

(8) 
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Since, by Bessel's inequality and Lemma 1 (Sec. 2.6), the series in 
(8) converge in the norm of H, they define on H two operators P' 
and P". These are linear with range Rp· = ~r, Rr = m". 

Operators P' and P" are known as operators of orthogonal projec
tion of H onto the subspaces m' and ffi", respectively (for the sake 
of brevity, these operators will be referred to as projection operators). 

A projection operator is bounded and its norm is unity. In fact. 
00 00 

since for all /EH IIP'/112 =11!'112 = ~ l/;kl2 <;: ~ likl 2 =/lf/l2 , we 
k=1 k=1 

have II P' II-< 1. But P' ei1 = ei1 which implies II P' /1 = 1. 
A projection operator is selfadjoint, because (P'j, h) = 

00 00 00 

= ( ~ /;ke;h, h)= ~ /;k (eih' h)= ~ h/i;k = (/, P'h) for any I and 
11.=1 k=1 k=1 

hE H. 
From equality (8) it follows that for any I E H 

I= I I= P' I+ P" I, I= P' + P", (9) 

wh.ere P'l Em', P"l Em". Furthermore, 

II I W= II P'l+ P"f 112 =II P'f 11 2+ II P"f W+ (P'j, P"f) 

+ (P"j, P'f) =II P'l 11 2+ II P"f 11 2 , (10) 

because m' __L m". 
6. Compact Sets. Let H be a Hilbert space. A set !11ft c: His called 

compact in H if any (infinite) sequence of its elements contains 
a subsequence that is fundamental in H. 

Lemma 1. A compact set is bounded. 
Proof. Suppose oJft is unbounded. We claim that it cannot be 

compact. Taking any one of its elements 1\ we denote by s,. a ball 
of radius 1 with centre at f\ that is, the set of those f E H for which 
II f - f' II < 1. Because alt is unbounded, the set atft.1 = atft "'- S 1, 

is nonempty. We take any f E allt1 (II f- Jlll > 1). Since tJII[ 2 = 
= allt 1~St• is also nonempty, there is an element f3 E atft such that 
II j3 - f 1 II> 1, II 13 - f2 II> 1. Continuing in this manner, we 
obtain a sequence t, k = 1, 2, ... , of elements of alit satisfying 
the inequality II f; - fi II > 1 for all i, j, i =I= j. This sequence does 
not contain any fundamental subsequence. Hence atft cannot be 
compact. I 

Lemma 2. For a set atft of a finite-dimensional (n-dimensional) 
Hilbert space H to be compact it is necessary and sufficient that it be 
bounded. 

That the condition of boundedness is necessary follows from 
Lemma 1. We shall show that it is sufficient also. 

Since alit is bounded, II f II-< C for all IE alt. Consequently, the 
Fourier coefficients fi = (!, ei), i = 1, ... , n, in the expansion 
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f = / 1e1 + ... + f nen of an element f E !J!It* satisfy the inequalities 
lfil=/(f,ei)/</lfll//ei/1=1/f/I<C. Hence for any sequence 
jk, k=1, 2, ... , of elements of aJt the sequence (!~, ... , f~), 
k= 1, 2, ... , of n-dimensional vectors, where f~ = (fk, ei), is bound
ed. From it, by the Bolzano-Weirstrass theorem, one can choose 

a fundamental subsequence (f~s, ... , /~8), s = 1, 2, ... : 

I f ks jkP /2 / t"s jkP /2 0 1 - 1 + ... + n- n -+- as s, p-+- oo. 

d fks t"s j"s 1 The correspon ing sequence = 1 e1 + ... + n en, s = , 2, ... , 
is fundamental in H, because 

h k h h k k 
ll f s_ f p 11 2 = I 1!8 - f1P 12 + ... +I Ins_ fnP 12 -+- 0 as s, p-+- oo. I 

7. A Theorem on Compactness of Sets in a Separable Hilbert 
Space. Suppose that H is an infinite-dimensional separable Hilbert 
space and e1 , ••• , en, ... an orthonormal basis for it. 

First of all we note that not every bounded set in H is compact. 
For instance, any bounded set containing the orthonormal basis is 
noncompact because no fundamental subsequence can be selected 
from the sequence ek, k = 1, 2, ... , since II ei - ei II = V2, 
i =1= j. In particular, the set {II f II :s; 1} (the closed unit ball) is 
noncompact in the infinite-dimensional space. 

Let P~ denote the projection operator which maps H onto the 
n-dimensional subspace Hn spanned by the elements e1 , ..• , en, 
and put P~ = I - P~. For any f E H and arbitrary n >- 1 we have 
(see (9)) 

f = P~f+P~f. (11) 
n oo 

where P~f = 2J fkek, ~~ = ~ fkek. Then (11) yields 
1<=1 k=n+1 

(12) 
n oo 

where 1/P~fl/2 = ~ /fk/ 2 , IIP~f/12 = ~ /fk/ 2 , which implies that 
k=! h=n+1 

for any f E H the number sequence II P~f /1 2, n = 1, 2, ... , being 
monotone nonincreasing, tends to zero as n-+- oo. 

Theorem 2. For the set oJft c H (H is a separable Hilbert space) to 
be compact it is necessary and sufficient that it be bounded and for any 
e > 0 there be ann = n (e) such that II P~f II :s; e for all f E alit. 

In other words, for the compactness of a/It it is necessary and 
sufficient that it be bounded and "almost finite-dimensional". 

Sufficiency. Let II f II :s; C for all f E ell. We consider an arbitrary 
sequence/", k = 1, 2, ... , of elements of !J!It. Setting e = 1, we 

* With respect to some orthonormal basis e1, ••• , en. 
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have II P~.f'· II~ 1 for all k, where n1 = n (1). Since II P~, !h. II ~ 
~ Iilli ~ C for all k (P~ is defined in (11)), the set P~, JR., k = 
= 1, 2, ... , is bounded in the ncdimensional space Hn,· From 
this space, according to Lemma 2 (Subsec. 6), one can choose a fun
damental subsequence and from the latter a subsequence P~, f1· 8 , 

s = 1, 2, ... , having the property that II P~, / 1• 8 - P~, / 1• P II ~ 1 
for all s and p :;;> 1. Then, taking into account (12), for the subse
quence f1· 1, ••• , / 1• 8 , ••• we have the inequalities 

II 11 ' s-11' p 112 =II P~/· s -P~/· p 112 + II P:t;l· '-P';./'p 11 2 

-<1 + (II Pn/· ·II+ II Pn/· P II )2·<5, 
true for all p and s. 

Take a number n2 = n (112) corresponding to e = 1/2. The se-
quence P~/ · 1, ••• , P~/ • ', . . . belongs to H n, and is bounded; 
hence from it a subsequence P~.f· •, s = 1, 2, ... , can be selected 
for which II P~.l2 ' s- P~.f2 ' P II-< 1/2 for all p and s. 

In view of (12), we have II12 ' 8 -I2 'PII 2 =IIP~.f2 ' 8 -P~/·PII2 + 
+II P';.,l2 ' '-P;.f·P 112-<! +! = ~ for all s, p; and so on. For 

e=1li we can find ni=n(1/i) and from the subsequence P~.fi-i,•, 
' s = 1, 2, ... , we can choose a subsequence P~ f• ', s = 1, 2, ... , 

' 
such that JJP~/·'-P~/·PII-<11i for all s, p. Noting (12), for 

the subsequence l' ', s = 1, 2, ... , we have Ill'' -l· P IJ2-< 
-<1li2 +4/i2 =5/i2 for all s, p. 

The diagonal sequence I'· 8 , s = 1, 2, ... , is a subsequence of 
the initial sequence and is such that II fP. P - f•· s II ~ 5/i2 for all 
p, s :;;> i, that is, it is fundamental. 

Necessity. The necessity of boundedness of the set oJt was proved 
in Lemma 1 (Subsec. 6). We shall establish the necessity of the 
second condition in the hypothesis. 

Suppose that Jt is compact but nevertheless there is an e0 > 0 
such that for any n II P';.F II>- Eo for some r E o/lt. 

Taking arbitrary n1 , we find a corresponding Jnt E olft such that 
II P';.,Jnt II:;;> E 0 • On the basis of [n1 we choose a number n2 > n1 

such that II P';.jn1 II < E0/2 (this is possible, since for any fixed 
f E H, II P'hf II~ 0 as k ~ oo). Corresponding to n2 we choose 
jn2 E olft such that II P;.,tn2 II :;;> E0 , and on the basis of ln2 we choose 
an n3 such that II P';.,ln2 II < E 0/2, and so on. Thus, we obtain a se
quence Jnl<, k = 1, 2, ... , of elements of olt for which the inequa
lities 

hold. 
6-0594 
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We show that this sequence cannot contain a fundamental sub
sequence. Indeed, in view of (12) and the fact that II P~f II is mono
tone with respect to n, we have for any k > s 

II tit- t· 11 2 = II P~k Unk- (•> UZ + II P~k ((k- ("> 11 2 

~II P:.k unk- (•> 11 2 ~ ( II P~ktk 11-11 P~kt· II )2 

~ ( II P;k(k 11-1/ P~s+1(• II )2 > (eo- eo/2)2 = e~/ 4. 

Corollary. Let oJft be a set in the separable Hilbert space H. 
Consider a family of sets o/lt8 c H, e > 0, having the following 
property: for any f E oJft an element f' = f' (e) can be found in each 
oJ!t8 , e > 0, such that II f' - f II ~ e. If for some sequence ek- 0 as 
k- oo, ek > 0, all the sets r!ltek are compact, then oJft is compact. 

Consider an arbitrary ek of this sequence. Since (!Jt8 k is compact, 
we can find an n = n ( ek) such that II P';.f II ~ ek for all f E elf{ ek. 

But then for any f E oit, II P~f II = II P~ (f- f') + P~f' II~ 
~ II P;, (f- f') II + II P~f' II ~ II f- f' II + ek ~ 2ek if f' ts an 
element of oJftek such that II f- f' II~ ek. Since ek- 0, by Theo
rem 2 the set &It is compact. 

8. Weak Compactness. A set oJft in the Hilbert space H is called 
weakly compact if from any (infinite) sequence of its elements one 
can construct a subsequence that converges weakly to an element 
of H (not necessarily belonging to o!lt). 

Theorem 3. Any bounded subset of a Hilbert space is weakly com
pact. 

In fact, boundedness is not only suffteient but also necessary 
for the set to be weakly compact; however, we shall not prove the 
necessity and confine only to the proof of sufficiency in the case of 
a separable Hilbert space. 

Proof. Let ek, k = 1, 2, ... , be an orthonormal basis for H and 
c!/t a bounded set in H: II f II ~ C for all f E &It. Consider an arbitrary 
sequence J'<, k = 1, 2, ... , of elements of c!/t. Since for all k llfkll ~ 
~ C, the number sequence (f"-, e1), k = 1, 2, ... , is bounded: 
I (/, e1 ) I ~ II fh II II e1 II~ C; hence from the sequence fk, k = 
= 1, 2, ... , one can select a subsequence fl, k, k = 1, 2, ... , 
such that the number sequence (!1 • k, e1} converges to some a 1 : 

(!1 • k, e1)- a 1 as k- oo. The number sequence (!1 • h, e2) is also 
bounded; this means that from the sequence j 1 • h, k = 1, 2, . . . , 
a subsequence p.~<, k = 1, 2, ... , may be chosen such that (!2 • "· e2) 

converges to a a 2 ask- oo, and so on. · 
We shall show that the diagonal sequence fk, h, k = 1, 2, ... , 

is weakly convergent. First, let us note that for any s > 1 (jh, 11 , e8)-
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-+ a8 ask-+ oo. Hence for any m:;;? 1 
m m m 

(l·", h G;e;)= ~ adf"·", e;)-+ ~ jcr1!2 as k-+oo. 
i=1 i=i i=! 

m m m 

Since I(!''· 11 , .Lj a;e;) 12 <"Ill' 11 W .~ I crd2<" C2 .2j I cr;j2 , we have 
t=! t=1 t=! 

m oo 

~ I a; I2 -<C2 for any m~1. Consequently, ~ I a; I2 -<C2 • By Lem-
i=t i=! 

00 

rna 1, (Sec. 2.6) the series Li a;e; converges to an element 
i=! 

00 

f E H and II f 11 2 = Li I O; 12• It will be shown that the sequence 
i=! 

f"· 11 , k= 1, 2, ... , converges weakly to f. 
Let g be any element of H. Taki.ng an e > 0, we choose s=s(e) 

00 

such that ~ I gi 12-<e2 • By the generalized Parseval-Steklov 
i=s+1 

equality (equality (5') in Sec. 2.7), we obtain 
00 s 

IU"·"-f,g)l=ilj ((l·", e;)-o;)gJ-< 2j IU"·", e;)-o;j·jg;J 
i=1 i=i 

00 00 

+ ~ IU"·",e;)l·lgd+ ~ lad·lg;i. (13) 
i=s+! i=s+! 

Furthermore, 
00 00 00 

(~ Jo;j·jg;J) 2 -< ~ lcr;\2 • 1: jg;l2 <"1l/ll2 ·e2 , 
i=s+i i=s+1 i=s+i 

00 00 00 

( ~ I (!II, n, e;) II g;j)2-< ::>-} I(!''·", e;) lz 2.; I g;jz-<czez. 
i=s+i i=s+ 1 i=s+ 1 

By the definition of numbers o ;, the first term in the right side of 
(13) can also be made < e if k:;;? k0 (e) for some k0 (e). Thus-
1 (/"·" - /, g) I ~ e + e (C + II f II) for k:;;? k0 (e). I 

9. Completely Continuous Operators. Let H bea Hilbert space. 
A linear operator A acting from H into H and defmed on H is said 
to be completely continuous if it maps a bounded set into a compact 
set. 

If A 1 and A 2 are completely continuous operators, then so is the· 
operator c1A 1 + c2A 2 with arbitrary constants c1 , c2 • If the operator· 
A is completely continuous and the operator B defined on His bound
ed, then the operators AB and BA are also completely continuous. 

From Lemma 1 (Subsec. 6) it follows that a completely continuous 
operator is bounded. However, not every bounded operator is com~ 
pletely continuous. For instance, the identity operator I acting 

6* 
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in an infinite-dimensional Hilbert space cannot be completely 
continuous, for it maps a noncompact set-the orthonormal basis
into itself. 

A finite-dimensional bounded operator is completely continuous; 
this fact is a consequence of Lemma 2 (Subsec. 6). The following 
l"esult is a direct generalization of this assertion. 

Theorem 4. For a bounded linear operator A defined on a separable 
Hilbert space Hand acting from H into H to be completely continuous, 
it is necessary and sufficient that for any e > 0 it is possible to find an 
integer n = n(e) and linear operators A1 and A 2 , where A1 is n-dimen
sional and II A 2 II ~ e, such that 

A = A 1 + A 2 • (14) 

Thus completely continuous operators are those operators which 
are "almost finite-dimensional". 

Necessity: In view of (11) (see Subsec. 7), for any f E H and any 
n > 0 we have the representation 

A/= P~A/ + P~Af (A=P~A+P~A). (15) 

Since A is completely continuous, given an e > 0 an n = n(e) can 
be found such that II P~A II~ e. Indeed, by Theorem 2, II P~Af II = 
= II f II II P~A(f/11 I II) II~ e II f II, because the boundedness of 
{f/11 f II} implies the compactness of {A (fill f II)}. Since P~A is 
n-dimensional, the necessity is established. 

Sufficiency. Let fh, k = 1, 2, ... , be an arbitrary bounded se
quence '~in H, II fh II~ C, k = 1, 2, . . .. We shall demonstrate 
that fundamental subsequence can be extracted from the sequence 
Af, k = 1, 2, . . .. Choosing an e > 0 from the set {1, 1/2, ... 
. . . , 1/i, ... }, for e = 1/i we can find ni = n (1/i) and operators 
Af and A~ such that A = A1 + A~, where Af is n;-dimensional and 
II A~ II~ 1/i. Then II Ai II= II A- A~ II~ II A II+ II A~ II~ 
~ II A II + 1. The set AVh, k = 1, 2, ... , is bounded in the 
n1-dimensional space, therefore (Lemma 2, Subsec. 6) from it a 
fundamental subsequence A~f1, k, k = 1, 2, ... , can be chosen. The 
sequence f1, It, k = 1, 2, ... , has the property: II A~1, It II ~ 
~II A~ II II f 1·h II~ 1·C. The sequence A~ft.~t, k = 1, 2, ... , is 
a bounded sequence of the n2-dimensional space, therefore there is 
a corresponding fundamental subsequence A~f2· h, k = 1, 2, .... 
This subsequence satisfies the inequality II A~2 • h II ~ II A~ll II P· It II~ 

1 
~ 2 ·C, and so on. 

The diagonal sequence f1· 1 , f· 2 , ••• has the following obvious 
properties: the sequence AtfR., ", k = 1, 2, ... , is fundamental 
for any i, because for k >- i fit, It are elements of the sequence fi, ~t, 
k = 1, 2, . . .. Further, II AJfh, It II ~ C/i for all i. Let us show 
that the sequence Afh, ~t, k = 1, 2, ... , is fundamental. Take an 
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e > 0 and fix i > 1/e. Since Atf"·· h, k = 1, 2, ... , is a fundamen
tal sequence, for sufficiently large k, s we have · 

II At"· k- Aj"· s II~ II A1 u"· k- r· 8 ) II+ II A~ (fh, k- r· 8 ) II 
~e+ /1 A~l· "II+ 1/ A~t· s /l~e+ 2C/i~(1 + 2C) e. 

as required. I 
Theorem 4 yields, in particular, the following result. 
Suppose that the linear operator A acting from a separable Hilbert 

space li into li and defined on the whole H is completely continuous. 
Then its adjoint A* is also completely continuous. 

Indeed, the representation (14) generates the representation A* = 
=A~+ A~, where II A: II = II A 2 II~ e. Accordingly, the above 
assertion will have been established if it is shown that A~ is a finite
dimensional operator. 

Let RA, be an n-dimensional subspace of li and e1, ••• , en an 
n 

orthonormal basis for it. Then for any fEll Ad=i~ (Ad, ei)ei= 
i=! 

n 

= .L; (f, A~e;)e;. Consequently, for any f, gEH we have 
i=! 

n n 

(Ad, g)=~ (!, A!e;) g; = (f, ~ g;Aie;), 
i=l i=! 

that is, 
n 

(!, A!g) =(Ad, g)(!, l~ g;Afe;). 
i=l 

n 

Hence for all g Eli Aig = ~ g;A!e;. This means that H.Af is a 
i=l 

subspace spanned by the elements A!e1 , ••• , ATen, that is, AT is 
fini te-d imen sional. · 

§ 4. LINEAR EQUATIONS IN A HILBERT SPACE 

The results of this section are true for any Banach space; nonethe
less, we shall confine our discussion only to a separable Hilbert 
space H. 

1, Contracting Linear Operator. A linear operator A acting from li 
into li and defined on H is called a contraction if II A II < 1. 

Lemma 1. If A is a contraction from H into H, then there is an 
operator (I - A)-1 from H into H which is defined on H, and 

II(/- Atl II~ 1_! II A II • 
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To prove this, we consider the equation 

(I -A) f = g (1) 

and show that for any g E H it has a unique solution given by the 
00 

series f = ~ A kg (A 0 = I) which converges in H. 
k=O 

The last series converges, because H is complete and the partial 
m 

sums gm =~A kg constitute a fundamental sequence: for, p > m 
k=O 

II gp-gm II= II APg-j- · · • +Am+tgll<;ll APgll + · · • +IIAm+tgll 

m+t II A llm+l <ligiJ <II All + ... )=l!gii 1_ 11 AII -+0 as m, p-+oo. 

The element f E H is a solution of (1), since (I - A)f = 
= (g + Ag + ... ) - (Ag +A 2g + ... ) = g. 

This solution is unique. In fact, assume that there are two solu
tions It and / 2 of Eq. (1). Then the element f = ft - / 2 is the solu
tion of the homogeneous equation f = Af; accordingly, it satisfies 
II t II = II At II :::;;: II A II II t 11. Hence t = o, that is It = /2 • 

Thus the operator (I- At1 exists, is defined on the whole H, 
is bounded, because for all gEH li(I-At1gll=llg+-Ag-j- ... 

. . . +Amg+ .. ·II<JI:g II (1+11 A 11+ ... )= 1~jll~ II ,and 11(1-Attll < 
1 

< 1-IIAII. I 
Remark. Under the hypothesis of Lemma 1 the bounded opera

tor (I - A *)-1 also exists, since II A* II = II A II < 1, and 
(I - A *)-1 = ((I - A)-1]*. 

To prove this relation, we take arbitrary f', g' E H and construct 
(Lemma 1) corresponding f, g E H such that (I - A) f = f', 
(I - A*) g = g'. 

Since f = (I - A)-1 f' and g = (I - A *)-1 g', the relation 
((I - A) f, g) = (f, (I - A*) g) can be written as (f' ,(I -A *)-1g')= 
= ((I - A)-tf', g'), whence the desired relation follows. 

2. Equation with a Completely Continuous Operator. We consider 
Eq. (1) without the assumption that the norm of A is small. Instead 
we assume that A is completely continuous. 

By Theorem 4, Sec. 3.9, (1) can be written as (I - A 2) f- Atf = 
= g, where At is an n-dimensional operator and II A 2 II :::;;: e < 1. 
Put h = (I- 4 2) f. By Lemma 1, the operator I -~A 2 has a bound
ed inverse (I - A 2)-1 defmed on H; 

(I - A 2) I = h, I = (I - A 2)-1 h. (2) 

Eq. (1) for h can be expressed in the form 

h- A1 (I- A 2)-1h = g. (3) 
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Let A* be adjoint of A. The equation 

(/-A*)!*= g* (1*) 

is referred to as adjoint of Eq. (1). The relation A = A1 + A 2 

implies A* = Ar +At. In view of the Remark to Lemma 1, the 
operator (/-A;) has a bounded inverse(/- A;t1 = [(/-A 2)-1]* 
defined on H, 

(/ - A;)-1g* = z*, g* = (/ - Ai) z*. (2*) 

Eq. (1 *) can be written in the form 

(/-A~)!*- Art* = g*. 

Applying to it the operator (/ - Ait\ we obtain the equivalent 
equation 

(3*) 

where the operator [(/ - A2)-1]* A~ is adjoint of the operator 
A 1(/ - A 2)-1 (in Eq. (3)). 

The operator A 1(/ - A 2)-1 is clearly n-dimensional, therefore, 
its matrix representation (a; 1) in the corresponding orthonormal 
basis e~~., k = 1, 2, ... (the subspace spanned by the elements 
e1 , e2 , ••• , en coincides with R A,(I -A.)-'• satisfies the property that 
aii = 0 for i > 1, j > n + 1 (see Sec. 3.4), and formula (5) of 
Sec. 3.4 yields, for any j, 

00 

2J I aii 12-< II At (/- A2t1 1/2 • 
i=l 

By formula (7), Sec. 3.4, Eq. (3) can be expressed in the form 
Lhiei- ~L h;aiiei = ~g1e1 which, in view of the linear inde-
; j i j 

pendence of the system e1 , e2 , ••• , is equivalent to a system of algeb
raic equations for the Fourier coefficients h1 , .•. , hm, ... of the 
desired element h: 

00 

h1 - ~ a; 1h; = g,, 
i=1 

Since the coefficients h 1 are known when j > n: 

h1 = g" j > n, 

the last system reduces to the system of algebraic equations 
n oo 

(4) 

h,-~aiJh;=g1 + ~ a;1g;, j=1, ... ,n, (5) 
i=1 i=n+t 

for h1, j-<n. 
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Similarly, Eq. (3*) can be replaced by an equivalent algebraic 
system of equations for determining Fourier coefficients fJ , j = 
= 1, 2, ... , of the element /* in terms of the Fourier coefficients 
zj, j = 1, 2, ... , of the element z* = (/- Ai)-1 g*. For jj, 
j ~ n, we obtain the linear algebraic system 

n 

I* " - !* * i - LJ a ii i = z; ' j= 1, ... , n, (5*) 
i=1 

while /j, j > n, are determined uniquely in terms of jj, j ~ n, by 
the formulas 

n 

ff=zj+ ~ ajdT. j>n. (4*) 
i=1 

3. Fredholm's First Theorem. The matrices of systems (5) and 
(5*) are Hermitian conjugate, therefore moduli of their determi
nants are equal. Hence if one of these systems is solvable with any 
free term, that is, the corresponding determinant does not vanish, 
then the same property is possessed by the second of these systems, 
and the solutions of these systems are determined uniquely. In 
particular, the corresponding homogeneous systems have only 
trivial solutions. Or if one of the homogeneous systems (5) or (5*) 
has only a trivial solution (accordingly, the corresponding determi
nant does not vanish), then so has the other, and the systems (5) 
and (5*) are solvable (uniquely) with any free term. 

Eqs. (1) and (1*) also have the same property. 
In fact, assume that Eq. (1) (or Eq. (1 *)) is solvable with any g 

(or g*) of H; or, in view of (2) (or (2*)) what amounts to the same 
thing, Eq. (3) (or (3*)) is solvable with any g (or z*) of H. In particu
lar, it has a solution for any g (or z*) of the subspace spanned by the 
elements e1 , ••• , en. Consequently, the system of Eqs. (5) (or (5*)) 
is solvable with any right-hand side. That is, the determinant of the 
system does not vanish, and the homogeneous systems (5) and (5*) 
have only trivial solutions. Then, in view of (4) and (4*), the homo
geneous equations (1) and (1 *) have only trivial solutions. 

Conversely, suppose that one of the homogeneous equations (1) 
or (1 *) has only a trivial solution. Then the corresponding homoge
neous system (5) or (5*) has only a trivial solution. Consequently, 
the determinants of both the systems do not vanish. That is, the 
nonhomogeneous systems (5) and (5*) have (unique) solutions for 
any free term. Then, in view of (4) and (4*), Eqs. (1) and (1*) are 
(uniquely) solvable with any free term belonging to H. This implies 
that the inverse operators (/ - A)-1 and (/ - A *)-1 exist and are 
defined on H. 

Let us show that these operators are bounded. 
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Suppose that the system (5) is uniquely solvable (the determinant 
of matrix in (5) is nonvanishing) and that (h1 , ••• , hn) is its solu
tion. From Cramer's rule it follows that there exists a constant 
C > 0, independent of the free term in (5), such that 

n n oo 

~ lhti2<:C2 LJ /gt+ ~ aiigij2. 
!=1 j=1 i=n+1 

(6) 

Since 
n oo n oo oo 

~ I gt+ ~ aijgi 12 <:2 LJ (I gt 12 + LJ I aij 12 • ~ I gd2) 
j=1 i=n+1 j=1 i=n+1 i=n+1 

-<II g 11 2 (2+ 2n II At(/ -A2t1 W) = c: llg 11 2 , 

we have 
n 

.h I hi 12-< (CC1)2li g 112 
3=1 

and 

n oo 

llhll2= .LJ Jhtl2+. 2j JgtJz<:(1+C2C~)llgiJ2=C;llgJJ2. 
3=1 3=n+1 

Consequently, in view of (2) 

II f II ~ c 3 II g II, (7) 

where the constant C 3 > 0 does not depend on g. This in turn means 
that the operator(/ - A)-1 and, hence also, the operator(/ - A *)-1 

are bounded: II (/- A)-1 = II (/-A *t1 II~ C 3 • 

Thus we have established the following assertion. 
Theorem 1 (Fredholm's First Theorem). Let A be a completely 

continuous linear operator from H into H which is defined on H. If one 
of the Eqs. ( 1) or ( 1 *) has a solution for any free term, then the other 
also has a solution for any free term, and these solutions are unique, 
that is, the homogeneous equations (1) (g = o) and (1*) (g* = o) have 
only trivial solutions. 

If one of the homogeneous equations (1) (g = o) or (1*) (g* = o) 
has only a trivial solution, then so has the other equation. Eqs. (1) and 
(1 *) are uniquely solvable with any free terms, that is, the operators 
(/ - A)- 1 and (I - A *t1 exist and are defined on H, and these 
operators are bounded. 

4. Fredholm's Second Theorem. Note that the ranks of matrices 
B = II bu II, where bit = 6u - au, i, j = 1, ... , n ({)ii = 0 
when i =I= j, {)ii = 1), and B* = II b1i II in the systems (5) and (5*) 
are the same. Therefore the homogeneous systems (5) and (5*) have 
always the same number k :;:;:;; n of linearly independent solutions. 
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Then, by (2), (4) and (4*), the sets of all solutions of homogeneous 
equations (1) and (1 *) also contain exactly k linearly independent 
elements. 

Thus we have the following result. 
Theorem 2 (Fredholm's Second Theorem). If the homogeneous 

equation (1) (A is a completely continuous operator from H into Hand 
defined on H) has nontrivial solutions, then only a finite number of 
them are linearly independent. The homogeneous equation ( 1 *) has also 
the same number of linearly independent solutions. 

5. Fredholm's Third Theorem. We now examine the question of 
solvability of Eq. (1) when the homogeneous equation (1) may have 
nontrivial solutions. By Fredholm's Second Theorem, the homoge
neous equation (1) has only a finite number of linearly independent 
solutions: fl, ... , l. The same number of linearly independent 
solutions has also the homogeneous equation (1*): f 1*, ... , f"*· 
'The system jl, .. . ,f" (as also the system f 1*, ... , fk*) can be 
assumed to be orthonormal. 

Theorem 3 (Fredholm's Third Theorem.) For Eq. (1) with a com
pletely continuous operator A from H into H and defined on H to have 
a solution, it is necessary and sufficient that the element g be orthogonal 
to all the solutions of the homogeneous equation (1 *). 

Among all the solutions of Eq. (1) there is a unique solution f that 
is orthogonal to all the solutions of the homogeneous equation (1). 
Any other solution of Eq. (1) is expressed as a sum of this solution and 
some solution of the homogeneous equation (1). Solution f satisfies the 
inequality (7) in which the constant does not depend on g. 

Proof. Suppose that thel solution of Eq. (1) exists, then, by (2}, 
Eq. (3) as well as the system (5) also !have solutions. 

Let the rank of the matrix B = II bu II, where bu = 6u - au, 
i, J = 1, ... , n, be n - k. Then the subspace Rn _, of the n-dimen
sional vector space· spanned by the vectors Bi = (bil, ... , bin}, 
i = 1, ... , n, forming columns of B, is of dimension n- k. Since 

n 

the homogeneous system (5*): ~ ~dt = 0, j = 1, ... , n, can be 
i=1 

written in the form (!*, Bi) = 0, i = 1, ... , n, it follows that 
the solutions of the homogeneous system (5*) constitute a k-dimen
sional subspace, denoted by R~_,, orthogonal to the subspace 
Rn-k· 

By the Kronecker-Kapelli theorem, for the system (5) to have 
a solution it is necessary and sufficient that the ranks of B and the 
augmented matrix obtained by adjoining to B the column consisting 
of free terms of (5) coincide, that is, the vector constituted by free 
terms should belong to the space Rn -k or, what is the same, should 

be orthogonal to RLk• 
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Noting that any solution f* of the homogeneous equation (1 *) 
is of the form 

f* = f!et + · · · + f~en + f~+!en+i + . · . , 
where the vector 7* = U:, ... , f~) is the solution of the homoge-

n 

neous system (5*) and Jj = ~ aJdt when j > n, and expressing 
i=l 

the condition of orthogonality of vectors f* and the right side of 
(5) as follows 

n oo n oo 

0 = ~ (gj + 2J U;jgi) fj = ~~ gJf1 + 2J g}f =c (g, /*), 
j=! i=n+! j=! i=n+! 

we fmd that if the solution of the nonhomogeneous equation (1) 
exists, then the element g must be orthogonal to all the solutions of 
the homogeneous equation (1 *). 

Conversely, if the element g is orthogonal to all the solutions f* 
of the homogeneous equation (1 *), then the vector with components 

00 

g i + 1 aug" j = 1, ... , n, is orthogonal to all the solutions 
i~n+! 

J* of the homogeneous system (5*). Consequently, system (5) and 
together with it Eqo (1) have solutions. 

Let / 0 be a solution of the nonhomogeneous equation (1) and 
jl, 0 • 0, lk be an orthonormal system of solutions of the homogeneous 
equation (1). Then the element I = / 0 - (/0 , jl) 11 - •• o -
- (/0 , fk) Jk is also a solution of Eq. (1), and it is orthogonal to all 
the solutions of the homogeneous equation (1)0 Such a solution is 
unique: for if there were one more such solution 7, then their differ
ence~ f- T, being a solution of the homogeneous equation (1), 
would be orthogonal to all the solutions of the homogeneous equa-
tion (1) including itself, that is, f - 7 = o. 

If f' is any solution of the nonhomogeneous equation (1), then 
f' - 1 = !" is a solution of the homogeneous equation (1), that is, 
f' = t + f"o 

We shall now establish inequality (7). Suppose that h is an ele
ment of H corresponding, according to (2}, to the element f. This 
means that h is a solution of Eq. (3) which satisfies k equations: 

0 = (/, /i) = ((/ - A2)-th, li) = (h, (/ - A;)-lji), 

i = 1, .. 0' k. (8) 

Since the augmented matrix of system (5) has the same rank n - k 
as the matrix B, some of k equations in the system (5) are linear 
combinations of the remaining n - k equations. Therefore if we de-
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lete these k equations, the resulting system will be equivalent to the 
system (5). 

Thus n-dimensional vector (h1 , ••• , hn) is a solution of the 
linear system of n equations (n - k equations of (5) and k equa
tions of (8)) whose coefficients do not depend on the right-hand side 
of (5). Moreover, since the element f is unique, it follows that 
(h1 , .•. , hn) is a unique solution of this system, that is, the deter
minant of the resulting system is not zero. Then the vector 
(h1, ••• , hn) can be obtained by Cramer's rule. Therefore inequal-
ity (6) holds for it, which readily yields the desired inequality (7). I 

6. Eigenvalues and Eigenelements of a Completely Continuous 
Operator. A quantity 'A is called an eigenvalue of a linear operator A 
acting from H into H if there is an element f E H such that f =1= o 
and Af = 'Af; the element f is termed eigenelement of the operator A. 
The quantity 1-L = 1/'A, 'A =1= 0, is called the characteristic 1:alue. 
Since together with f the element cf for any constant c =1= 0 is also 
an eigenelement corresponding to the eigenvalue 'A, the eigenelements 
can be assumed normalized by, for instance, the condition, II f II = 1. 

The maximum number of linearly independent eigenelements 
corresponding to the given characteristic value (eigenvalue) is 
called the multiplicity of this characteristic value of the eigenvalue. 
If there is an infinite number of linearly independent eigenelements 
corresponding to a characteristic value (eigenvalue), the multiplic
ity of the characteristic value (of the eigenvalue) is infinite. 

Suppose that the operator A defined on the whole H is completely 
continuous. Then the operator !-LA, where 1-L is a complex number, 
is also completely continuous. The following assertions are a con
sequence of Theorems 1, 2 and 3. 

For the equation 

f- !-LA!= g (1') 

to have a solution for all g E H, it is necessary and sufficient that !l 
should not be a characteristic value of A (that is, 1/!-L should not be an 
eigenvalue). If 1-L is a characteristic value, then it is of finite multiplicity 
and "it is characteristic value of the operator A* with the same multiplic
ity. In order that Eq. (1') may be solvable in this case, it is necessary 
and sufficient that the element g be orthogonal to all the eigenelements 

of A* that correspond to the eigenvalue 1/[t. In this case the solution 
of Eq. (1') is unique, and this solution is orthogonal to all the eigen
elements of A corresponding to the eigenvalue 11!-L. 

These are precisely the assertions that are usually referred to as 
Fredholm's Theorems. 

7. Fredholm's Fourth Theorem. We shall establish some prop
erties of characteristic values of a completely continuous operator. 
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Theorem 4 (Fredholm's Fourth Theorem). For any M > 0 the 
disc {I f.l I < M} of the complex plane can contain only a finite number 
of characteristic values of a completely continuous operator acting 
from H into H with domain of definition H or, equivalently, only a 
finite number of eigenvalues can lie outside the disc {I /.., I < 1/M}. 

Proof. Assume the contrary, that is, let the disc {I f.l I < M} 
contain an infinite number of characteristic values f.t 1, ••• , f.tn• ... , 
f.l; =F f.t 1 , i =F j. Let e; be some eigenelement corresponding to the 
characteristic value f.lt> i = 1, 2, .... 

We shall demonstrate that for any n~1 the system e1, ••• , en 
is linearly independent. When n= 1, this assertion is trivial. 
Let it be also true for n -1 elements. Assume that e1, ••• , en 
are linearly dependent. Then en= c1e1 + ... + Cn-ten-t for some 

constants c1, ... , cn-t• not all zero. But Aen=-e~=c1 ~+ ... 
!ln !11 

... +cn-ten-l ;accordingly,c 1 (1-~)e1+ ... +cn-1 (1-~) X 
!ln-1 !11 !ln-1 

X en-t=O, which is impossible, since 1-Y..!!..=foO, k=1, ... , n-1. 
flk 

Let SRn be the subspace spanned by the elements e1 , ••• , e11 • 

From what has been shown above, it follows that SR1 c ~U 2 c ... 
. . . c SRn c ... and SRn =F SRn_1 for any n. Therefore, for any n 
an element In E SRn can be found such that In J.... SRn_1 , II In II = 1. 
Since the set / 1 , / 2 , ••• , fn, ... is bounded and the operator A 
is completely continuous, a fundamental subsequence can be chosen 
from the set Aft, ... , Afn, .... 

We shall demonstrate that this, in fact, cannot be done, which 
will be the contradiction required for the proof of the theorem. 

For arbitrary integers m, n, m < n, Afn - Afm = - 1- In+ 
!ln 

1 1 +- (f.tnAf n- f n)- Afm =- f n +an, where an E SRn-1• because 
!ln !ln 

Afm E SRm C ffin-1 and f.tnAfn- fn = flnA (ctet + ... + cnen)- (ctet + 
... + cnen) = c1 ( ~ -1 )e1 + ... + Cn-t ( ~ -1 )en-t E SRn-t· There-

fll fln-1 

fore 1/ Afn- Afm Jl =II :n fn +an~~~ I 11
1n 1 11 fn II = 11 :n I~! , that 

is, the sequence A/1, Af2 , ••• , Afn, ... cannot contain a funda
mental subsequence. I 

Theorem 4 implies that the set of characteristic values of a completely 
continuous operator is at most countable (it may even be empty!). The 
characteristic values, if they exist, can be arranged in the order of non
decreasing moduli 

f.l1' f.l2' ••• ' (9) 

I f.l; I ::::;;; I f.l;+1 I, i = 1, 2, ... ; moreover, every characteristic value 
in the sequence (9) is counted as many times as its multiplicity. The 
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set (9) may contain a finite number of elements (in particular, it 
may be empty) or infinitely-many elements. In the latter case 

I ~k I -+ oo as k -+ oo. (10) 

With the sequence (9) is associated the sequence of corresponding eigen
elements 

(11) 

which is linearly independent. 
It will be proved in the following section that for a selfadjoint 

completely continuous operator A =F 0 the sets (9) and (11) are 
nonempty. 

§ 5. SELFADJOINT COMPLETELY CONTINUOUS 
OPERATORS 

1. Eigenvalues and Eigenelements of a Selfadjoint Completely 
Continuous Operator. Let A be a bounded selfadjoint linear opera
tor from H into H. Since for all f, II f II = 1, I (Af, f) I~ II A II, 
it follows that on the unit sphere II f II = 1 there exist exact upper 
and lower bounds of the quadratic form (Af, f) associated with the 
operator A: m = in£ (Af, f), M = sup (A/, f); furthermore, 

11111=1 11111=1 
I m I ~ II A 11. M ~ II A II, m ~ (Af, f)~ M. 

If f is an arbitrary nonzero element of EJ, then the element 

fill f II belongs to the unit sphere; consequently, m = }~J <~j· 11;), 
M=s1~E(~j· 11;), and hence the inequalities mllfii2<(Af, f)< 

<M II f 1/ 2 hold for all f E H. 
Since the quadratic form of operator A is real-valued, all its 

eigenvalues (characteristic values) are real: if "A is an eigenvalue and f 
the corresponding eigenelement, that is, Af = "Aj, then 'A = 
= (Af, f)/11 f 112 • Therefore, m ~ ').. ~ M. 

The eigenelements / 1 and / 2 of operator A corresponding to different 
eigenvalues "A1 and "A2 are orthogonal. In fact, scalar multiplication 
of the relations Af1 = "A1/ 1 and Af2 = "A2/ 2 by f 2 and f1 , respectively, 
and subsequent subtraction yield (Aft, f 2) - (f1 , A/2) = 
= ("A1 - "A2) (f1 , f2). This implies (f1 , f2) = 0, since (A/1 , f2) = 
= (f1 , Af2 ) and A.1 =I= "A2. 

Lemma 1. For the number M = sup (Af, f) to be an eigenva-
11 t II= 1 

lue and fo the corresponding eigenelement (it is assumed that II fo II = 1) 
of a selfadjoint bounded operator A from H into H, it is necessary and 
sufficient that (Af0 , f0) = M. 
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Similarly, for the number m = inf (A/, f) to be an eigenvalue 
II f II= 1 

and / 0 the corresponding eigenelement (it is assumed that II / 0 II = 1) 
of the operator A, it is necessary and sufficient that (A/0 , / 0) = m. 

Proof. If M is an eigenvalue and / 0 any corresponding eigenele
ment of the operator A, then A/0 = M/0 • Therefore (A/0 , / 0 ) = 
= M (/0 , / 0 ) = M, which proves the necessity part of the lemma. 

To prove the sufficiency, let (A/0 , / 0) = M for some / 0 , II / 0 II = 1. 
or, equivalently, (M/0 - A/0 , / 0) = 0. Since for all I in H 0 ~ 
~ M II f 112 - (Af, f) = (Mf- A/, f), it follows that for an arbit
rary q> in H and any complex t (M (/0 + tq>) - A (/0 + tq>), / 0 + 
+ t q>) :.?:- 0, that is, t (M/0 - A/0 , cp) + t (M/0 - A/0 , cp) + 
+ I t 12 (Mcp- Acp, cp) :.?:- 0. Putting in this inequality t = -aeia. 
where a = arg (M/0 - A/0 , cp) and cr is real, we obtain the inequali
ty -2cr I (M/0 - A/0 , cp) I + cr2 (Mcp- Acp, cp) :.?:- 0, true for all 
real cr. This inequality implies (M/0 - A/0 , cp) = 0, and, since cp is 
arbitrary, M/0 - A/0 = 0. 

The second part of the lemma follows from the first part if instead 
of A one considers the operator -A. I 

Lemma 2. If the operator A acting from H into H is selfadjoint and 
completely continuous, then the quantity M = sup (A/, f) (similarly, 

11/11= 1 
the quantity m = inf (Af, f)), if different from zero, is an eigenvalue 

IIIII= 1 
of this operator. 

Proof. Suppose M =1= 0. We consider the Hermitian bilinear from 
(Mf- A/, g),/, g E H, and the corresponding quadratic form (Mf
- Af, f). For all I in H (Mf - Af, fs) :.?:- 0. 

We shall demonstrate that there is a nonzero element f 0 such that 
(M/0 - A/0 , / 0 ) = 0. Then Lemma 2 will follow from Lemma 1. 

Assume that no such / 0 exists. Then (Mf- A/, f), f E H, can van
ish only when f = o. Therefore the bilinear form (Mf- Af, g) 
can be taken as a new scalar product in H. This means that for any 
j, g in H Bunyakovskii's inequality 

I(M/- Af, g) 12 ~ (Mf- Af, f) (Mg- Ag, g) (1) 
holds. 

From the definition of M as the exact upper bound of the quadra
tic form (Af, f) on the unit sphere II f II = 1 it follows that there is a 
sequence / 1 , / 2 , ••• , II li II = 1, i = 1, 2, ... , for which 
(Afn, fn)--+ M or 

(Mfn - Afn, fn)--+ 0, n--+ oo. 

Putting in (1) f = fn, g = Mfn - Afn, we obtain II Mfn - Afn 11 4 ~ 
~(Min- Afn, In) (M2fn- 2MAfn + A 2/n, Mfn- Afn) ~ 
~ (Mfn - Afn, fn) (I M I + II A 11) 3• Therefore, in view of (2), it 
follows that the sequence Mfn - Afn--+ 0 as n--+ oo. Since the ope
rator A is completely continuous and the sequence / 1 , / 2 , ••• 
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(II/; II = 1) is bounded, the sequence Af1 , Af2 , ••• is compact. 
This means that a convergent subsequence can be chosen from it; 
we assume that it coincides with A/1, A/2 , • • •• Then the sequence 
M/1, Mf2 , ••• , and together with it (M =1= 0) also the sequence 
ft> / 2 , ••• , converges. If the limit of the sequence ft, / 2 , ••• is 
denoted by f 0 , then, evidently, II / 0 II = 1, and by (2) (M/0 -

-Afo.to) = 0. I 
Theorem 1. For every nonzero selfadjoint completely continuous oper

ator A from H into H (H is a Hilbert space) one of the quantities 
±1111 A II = ±11 sup I (A/, f) I is the first (smallest in absolute 

U/11=1 
value) characteristic value f.11 , and Ill = 11M if M > I m I, where 
M = sup (Af, f), m = inf (A/, f), f..l 1 = 1/m if M < I m 1. 

II f II = 1 II f II =1 
If M = I m I, then both the quantities 11m and 1/ M are characteristic 
values, smallest in absolute values, of the operator A. 

All the elements fo for which (A/0 , / 0)/11 /0 112 = M when M > 
> I m I or (Af0 , / 0)/11 /0 112 = m when M < I m I, and only they, 
are eigenelements corresponding) to f.11 • If M= I m I, then eigenele
ments corresponding to the characteristic value 11M are only those f G 

for which (Af0 , / 0)/11 fo 112 = M, while eigenelements corresponding to 
the characteristic value 11m are only those f 0 for which (Af0 , / 0)/11 fo W = 
=m. 

In particular, if the operator A is nonnegative, then 

f..lt=-1-= 1 = inf - 1-=inf 11/112 

til A II sup (Af, /) 11111=1 (Af, /) tEH (A/, /) 
11111=1 

and the; eigenelements corresponding to f.1 1 , normalized by the condition 
II f II = 1, are only those elements / 0 , II / 0 II = 1, where the quadratic 
form (Af, f) attains its upper bound on the unit sphere. , 

Proof. To establish Theorem 1, it suffices, in view of Lemmas 1 
and 2, to demonstrate that IIAII =N, where N =sup I (A/, f) I= 

11111=1 
=max (I m I, M). As shown above, N::::;;; II A II, so that it remains 
only to establish the reverse inequality II A II ::::;;; N. 

Since for any g E H I(Ag, g) I ::::;;; N II g 11 2 and since (A (f1 + / 2), 

f1 + /2) = (Afi, /1) + (A/2, / 2) + 2Re (A/1, f 2), we have for any 
f1, f2 E H 

1 I Re (Aft, /2) I= 4 I (AUt+ f2), It+ f2)- (AUt- /2), It- /2) I 

-< ! <I (AUt+ fa), ft + f2) I+ I (AUt- /2), fc- /2) I) 

-<:(II It+ f2ll2+ II It- /2 !12) = ~ <II tdl2 + II /21!2)· 

Putting in this inequality ft=YNf, /2 = :N Af, where f is an 
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arbitrary element of H, we have IJ Af 112 <: ~ ( N II f 112 + ! II Af 112 ) , 

whence it follows that IIAfii-<NHfll· Accordingly, IIAII<:N. I 
Thus the sets 

(3) 

(4) 
of characteristic values and corresponding eigenelements of a self
adjoint completely continuous operator A =I= 0 are not empty. In 
this case all the characteristic values are real and the system of eigen
elements can be assumed to be orthonormal, since eigenelements 
corresponding to different characteristic values are orthogonal and 
the finite number of linearly independent eigenelements corresponding 
to a given characteristic value can be orthonormalized. 

Let A be a completely continuous selfadjoint operator acting from 
H into H. By Hn we denote the subspace of H consisting of elements 
f that are orthogonal to the first n eigenelements of the operator A: 
(/, et) = 0, i = 1, ... , n. 

For any f in Hn, the element Af is also in Hn, since (A/, e1) = 
= (f, Ae1) =..!. (f, e1) = 0 for all i = 1, ... , n. This means that 

~' the operator A can be regarded as an operator acting from the Hil-
bert space Hn into Hn. And it is, of course, selfadjoint and completely 
continuous. Its characteristic values and the corresponding eigen
elements coincide with the characteristic values f.Ln+I• f.Ln+ 2, ••• and 
the corresponding eigenelements en+I• en+z• ... of the operator A 
acting from H into H. Therefore Theorem 1, applied to the operator 
A from Hn into Hn, yields 

1 1 
I f.Ln+i I= sup I (A/, /) I 

11/11=1 
sup 1 (A/, /) I" 

}1/11=1 
IEHn ( • 't)=O 

i=1, •• • ,n 

If the operator A is nonnegative, then 
1 inf 

(/, 't)=O 
f.tn+t = --su-p--,(,....,A,..,./ ,-/""") 

111(1=1 
(/, 't)=O 

i=1, .•• , n 
i=i, .. . , n 

llfJII 
(A/, /) 

(5) 

2. Fourier Expansion with Respect to Eigenelements of a Self
adjoint Completely Continuous Operator. Consider the orthonormal 
system (4) which consists of the eigenelements of a selfadjoint com
pletely continuous operator A from H into H, A =1= 0. Let Pn be 
the operator of orthogonal projection onto the subspace spanned by 
the elements e1 , ••• , en, and let the operator An = A - API\ = 
=A (I- Pn). 
7-0594 
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The operator An is linear and bounded: II An II ~ II A 11. 
The operator Pn commutes with the operator A, because for any 

f E H 

APnf =A Utet + · · · + fnen) = ftAet + . · · + fnAen 

=lLet+. ·.+A en= (f, .!..L) et+ ... + (f, 2)'en 
Itt lln ll1 lln ' 

= (f, Aet) et + ... + (!, Aen) en =(Af, et) et+ ... +(Af, en) en=PnAf. 

Since the operators A and Pn commute and are selfadjoint, the oper
ator APn is selfadjoint: (APn)* = P!A * = PnA = APn. Accord
ingly, the operator An is also selfadjoint. 

Furthermore, the operator An as the sum of two completely con
tinuous operators, the operator A and the finite-dimensional operator 
APn = PnA, is completely continuous. 

For any IE H 
n 

Anf=Af- ~ Aek. 
.LJ Ilk 
11=1 

(6) 

The quantities 1-Ln+l• ... and the elements en+l• ..• are char
acteristic values and corresponding eigenelements of the operator 
An- Indeed, since (ep, ek) = 0, k =F p, using (6) we have Anep = 

n 
A ~ (ep, elt) ep f ......._ + 1 = ep - LJ ek =- or p ~ n . 

k=1 Ilk llp 
The operator An has no other characteristic values. Assume, on 

the contrary, that 11 and e are the characteristic value and eigenele
ment, !l-Ane = e, fL =F fLP• p :;;? n + 1. Scalar multiplication of the 
last equality by ek, k ~ n, yields (e, ek) = f.t(Ane, ek) = 11 (e, 
Anek) = 0, since Anek = o when k ~ n. Therefore, noting (6), 
Ane = Ae, that is, fLAe = e. Thus fL is the characteristic value and e 
is the eigenelement of the operator A. But all the characteristic 
values of A are contained in sequence (3) and since e _L ek, k = 
= 1, ... , nit follows that fL coincides with one of I-Lk• k:;;? n + 1. 

Since fln+l is characteristic value, smallest in absolute value, of 
the operator An, Theorem 1 yields 

1 
I ftn+t I = Jl An If • (7) 

If the sequences (3) and (4) are finite and contain m elements, then, 
according to Theorem 1, Am= 0, since it has no characteristic val
ues. In this case A = APm is a finite-dimensional operator, that is, 
for any f E H 

(8) 
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When the sequences (3) and (4) are infinite, (7) and relation (10) 
of the preceding section imply that II An II-+ 0 as n-+ oo. This 
means that for any /EH IIAn/ll:s::;IIAnllll/11-+0 as n-+oo,that 
is, for any f E H 

00 00 

A/= lim APnf = ~ ~ e,. = ~ (Af)ke,.. 
n-+oo 11=1 ./JR. 11=1 

(9) 

We have thus established the following important theorem. 
Theorem 2 (Hilbert-Schmidt). If A is the selfadjoint completely 

continuous operator from H into Hand f is an arbitrary element of H, 
then the element Af has Fourier expansion (9) (or (8)) with respect to 
the system (4). 

In our later discussions we shall require some corollaries of the 
Hilbert-Schmidt theorem. 

00 

According to Lemma 2, Sec. 2.6, the Fourier series ~ j,.e,. of 
11=1 

any element f E H with respect to the orthonormal system (4) 
00 00 

converges in H; consequently, A ~ f~~.e,. = ~ j,.Ae,.. But j,.Ae,. = 
11=1 11=1 

= j,.!!!:... = (/, Ae11 ) e11 '--= (Aj, e~~.) e11 = (Af)k e11 • Therefore by (9) we have 
flR. 

00 

A(t- ~ j 11e11 ) = o. (10) 
11=1 

If the operator A has an inverse A -1, then (10) yields 
00 

!= 2} f~~.e,. 
k=1 ~ 

for any element f E H. This means that in this case the system (4) is 
an orthonormal basis for the space H. Thus we have proved the 
following result. 

Corollary 1. If the selfadjoint completely continuous operator A 
from H into H has an inverse, then the system (4) is an orthonormal 
basis for the space H. . 

In the general case, from (10) we can only conclude that for any 
element f E H there exists an element e0 E H, Ae0 = 0, such that 

00 

!=eo+ 2} f 11e11 • 
11=1 

(11) 

The set m containing the elements g E H for which Ag = 0 is a 
subspace of H; any nonzero element of m is an eigenelement of the 
operator A corresponding to the zero eigenvalue. If the space H is 
assumed separable, a countable orthonormal basis e;, e;, ... (con-

7* 
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sisting of eigenelements of the operator A corresponding to the zero 
eigenvalue) can be constructed in 91. Then, by (11), for any f E H 
we have the expansion 

where fh = (!, ek)· 
Thus we have proved 
Corollary 2. For any selfadjoint completely continuous operator A 

from the separable (Hilbert) space H into H there exists an orthonormal 
basis for H whose elements are the eigenelements of the operator A. 



CHAPTER III 

FUNCTION SPACES 

In the preceding chapter we introduced the notions of Banach and 
Hilbert spaces. These notions were based only on the relationships 
between elements: it was enough to introduce the operations of 
addition of elements and multiplication by numbers, norm or cor
responding scalar product that satisfy some definite axioms. The 
nature of elements of these spaces was not at all important, and the 
general results obtained in the last chapter are applicable to all the 
spaces irrespective of the elements they are composed of. However, 
for the theory of differential equations these general properties are 
far from sufficient. In the investigation of partial differential equa
tions it is natural to consider function spaces, that is, spaces whose 
elements are, for our purposes, functions of n real variables. In the 
present chapter we shall introduce some function spaces and obtain 
assertions regarding mutual telationships between them that enable 
us to conclude from some properties of their elements various other 
properties. 

§ 1. SPACES OF CONTINUOUS AND CONTINUOUSLY 
DIFFERENTIABLE FUNCTIONS 

1. Normed Spaces C(Q) and Ck(Q). We consider the set C (Q) 
of all the functions that are continuous in Q (Q is a bounded region 
in the space Rn). Let us first note that this set is a linear space. It 
can be directly verified that the functional max If (x) I defined on 

xeQ 
C(Q) satisfies all the axioms for being a norm (see Sec. 2.2., 
Chap. II): max I cf I =I c I max If I; I /1 (x) + !2 (x) I~ I /1 (x) I+ 

xEQ xEQ 
+ I / 2 (x) I for all x E Q, therefore maxi / 1 (x) + / 2 (x) I~ 

xEQ 
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=:::;;;max l/1(x) I+ max l/2(x); max 1/(x) I:::>Oandmaxjf(x)l= 
xeQ xeQ xeQ xEQ 

=0 only when f(x) = 0. Thus in C(Q) we may introduce the norm 

II f llc(Q) =rna! If (x) /. 
xeQ 

(1) 

The convergence in norm (1) coincides with uniform convergence in Q. 
The space C(Q) with norm (1) is Banach space, because, by the 

Cauchy criterion, any sequence of functions in C (Q) that is funda
mental in norm (1) converges uniformly to a function belonging 
to C(Q). 

Since, by Weirstrass's theorem, every function continuous in Q 
is the limit of a sequence of polynomials that converges uniformly 
in Q (that is, in the norm (1)), the set of all the polynomials is every
where dense in C(Q). But, in turn, an arbitrary polynomial can be 
expressed as the limit of the sequence of polynomials with rational 
coefficients that converges uniformly in Q. Therefore the countable 
set of all polynomials with rational coefficients is also everywhere 
dense in C(Q). This means that the space C(Q) is separable. 

0 

We consider in C(Q) the set C(Q) containing all the functions that 

vanish on the boundary 8Q of Q. Clearly, C(Q) is a linear manifold 
in C (Q). This manifold is closed (in the norm (1)), because the limit 

of a sequence of functions in C(ij} converging uniformly in Q is a 

function belonging to C(Q); accordingly, C(Q) is a subspace of the 
space C(Q). · 

Next, in C(Q) consider the subsets~ C"(Q), k = 1, 2, ... , con
sisting of the functions whose all the derivatives up to order k are 
continuous in Q. The set C"(Q) is a linear space. What is more, in 
C"(Q) one may introduce the norm 

1/ f 1/ck(Q) = ~ max I Da. f (x) I· (2) 
lal~ll xEQ 

Convergence in this norm means the uniform convergence in Q of 
the Hunctions and all their derivatives up to order k. Evidently, 
C"(Q) is a Banach space (with norm (2)). 

Let (J)h (I x- y I) be some averaging kernel (see Chap. I, Intro-
duction) and f E C(Q). With h > 0, consider the function 

fh (x) = J f (y) (J)h (I x- y /) dy, 
Q 

(3) 
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Functions fh (x), h > 0, are called the average functions for the 
function f(x) (the averaging functions for /(x)). From the Property (a) 
of an averaging kernel and Theorem 7, Sec. 1. 7, Chap. II, it follows 
that f,.(x) E coo(Rn) for any h > 0. Further, fh(x) =0 outside 
Qh (Qh is the union of balls {I x- x0 I< h} taken over all x0 E Q). 

Let us show that if f E C (Q), then h (x) converges to f (x), as 
h-+ 0, uniformly on any strictly interior subregion Q' of Q, Q' ~ Q. 

In fact, for sufficiently small h (less than the distance between fJQ' 
and fJQ) by Properties (b), (c) and (a) of the averaging kernel we 
have, for x E Q', 

'lfdx)- I (x) I= I J I (y) roh (lx-y J) dy-f (x) J roh (lx- yl) dy I 
jx-yl<h fx-yf<h 

::;; max lf(y)-f(x)! J roh(lx-yJ)dy= max !f(y)-f(x)l· 
lx-yj,;;;h jx-yJ<h lx-yl,;;;h 

Therefore, by uniform convergence of f(x) in Q, we obtain 

II fh- I llc<Q'l -+0 as h-+0. 

Since for f E Ck(Q), with x E Q' and sufficiently small h, 

D~ ih (x) = J f (y) D~roh (I x- y I) dy 
Q 

= ( -1)1at J f (y) D~roh (jx- y I) dy 
Q 

= J D~f(y)·roh(!x-yl)dy, 
Q 

the above assertion implies that 
if I E c~t (Q), then for any Q' ~ Q 

llh-fllck<<h -+0 as h-+0. 

2. Formulas of Integration by Parts. Suppose that in the region Q 
(the boundary fJQ E C1) there is defined a vector A(x) = (A 1(x), .. . 
. . . , An(x)); whose components A;(x)'"'EC(Q) n C1 (Q), i = 1, .. . 
. . . , n. From the Course of Analysis it is known that if the func-
t . d" A( ) aAt + aAn . . . Q-wn tv x =-a- ... +-a- 1s contmuous 1n , or even 

Xt Xn 
integrable over Q, then the following formula, known as Ostrograd
.skii' s formula, holds: 

J divA (x) dx = J A (x) n (x) dS, (4) 
Q aQ 
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where n is the unit vector normal to the boundary iJQ and directed 
outwards with respect to Q. 

Let u(x) E C2(Q) n C1(Q), v E C1(Q}, and let the function ~u = 
= div (Vu) be integrable over Q. Since v ~u = V· div (Vu) = 
= div (vVu) - vuvv (VuVv = Ux Vx + ... + Ux Vx }, by Ostro-

1 1 n n 
gradskii's formula (4) we have 

J vllu dx = ) v !~ dS- J Vu Vv dx, (5) 
Q OQ Q 

because Vu · n laQ = :~ laQ . 
If both the functions u and v belong to C2(Q) n C1(Q) and the 

functions flu and ~v are integrable over Q, then, apart from for
mula (5}, we also have 

J ullv dx = J u :: dS - J VvVu dx. (5') 
Q OQ Q 

Subtraction of (5') termwise from (5) yields 

J (vllu-ullv)dx=) (v !~ -u :: )ds. (6) 
Q oQ 

Formulas (5) and (6} are known as Green's formulas. 

§ 2. SPACES OF INTEGRABLE FUNCTIONS 

As shown above, the set of continuous functions in Q is a Banach 
space with the norm max If (x)l. Nevertheless, it often proves 

xEQ 
convenient to consider on this set integral norms, for example, 

}1 f (x) I dx or ( J I f (x) 12 dx)l/2 (it is easy to see that they satisfy 
Q Q 

all the axioms of a norm). We examine the space with norm 

J I f (x) I dx whose ·elements are continuous functions in Q. This 
Q 
normed space is incomplete. In fact, from the definition of Lebesgue 
integral it follows that for any function f(x) integrable over Q there 
is a sequence fm(x) of functions continuous in Q which converges to 

f(x) in this norm: }1 f m (x) - f (x) I dx -- 0 as m -- oo. This 
Q 

means that if we wish to obtain a complete normed (Banach) space 

with the norm ) I f (x) I dx which would contain all the functions 
Q 
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continuous (or even infinitely differentiable) in Q, we must include 
all those functions which are integrable over Q. But then the func-

tional ~I j(x) I dx ceases to be a norm-it does not satisfy the last 
Q 

axiom (see Sec. 2.2, Chap. II) of a norm, since ) I f(x) I dx = 0 for 
Q 

all f(x) = 0 a.e. in Q. However, according to Theorem 2, Sec. 1.4~ 

Chap. II, J I f(x) I dx = 0 only for functions f(x) that vanish a.e. 
Q 

in Q. Therefore, for the last axiom of the norm to be satisfied, we 
must identify all the functions that vanish a.e. in Q. For this we· 
may consider as the elements of the space either classes of functions
each of which contains all the functions that are equal a.e. or else, 
equivalently, may introduce a new definition of equality of functions: 
functions are equal if their values coincide almost everywhere. Since 
it is more convenient to operate with functions than with classes of 
functions, in the sequel we shall regard functions equal if their 
values coincide for almost all (not necessarily for all) x in Q. Since 
in such a definition of equality of functions the functions remain un
changed when their values change arbitrarily on any fixed set of 
measure zero, in this case it is natural to assume that the functions
are defined almost everywhere. If a function f vanishes almost every
where, we take it as the zero function. Similarly, if a function 
coincides almost everywhere with an everywhere defined continuous 
function, we regard it as a continuous function, while f is contin
uously differentiable up to order k if it coincides almost everywhere 
with a function that is everywhere defined and is continuously differ
entiable up to order k. In accordance with the abovementioned no-
tion of equality, we shall assume that the space Ck(Q), k >- 0, con
tains also the functions defined almost everywhere in Q and con
tinuously differentiable up to order k. That is, a function f(x) be
longs to Ck(Q) if it coincides almost everywhere with a function 
which is defined at all points of Q and is continuous in Q together 
with all its derivatives up to order k. Further, by the value of an 
element of the space C(Q) (and, more so, of functions in Ck(Q)) at 
some point we shall mean the value at this point of the continuous 
function defined everywhere that coincides with this element almost 
everywhere in Q. 

1. Spaces L1(Q) and L2(Q). Consider the set of complex-valued 
functions that are integrable over Q. Obviously, it is a linear space· 
(also in the new sense of equality of functions), and the functional 

~ I f(x) I dx satisftes all the axioms of a norm. This linear space 
Q 
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will be denoted by L1(Q): 

II I IIL,<Q> = J I I (x) I dx. (1) 
Q 

The set of complex-valued measurable functions (recall that func
tions coinciding a. e. are identified) the squares of whose moduli are 
integrable over Q will be denoted by L 2(Q). Let us demonstrate 
that L 2(Q) is a linear space. Let c1 , c2 be arbitrary numbers, and 
j 1(x), 12 (x) arbitrary functions in L 2(Q). Since the measurable 
function c111(x) + cJ2(x) satisfies the inequality I cJf1(x) + 
+ c212(x) 12 :< 2 I c1 12 I II(x) 12 + 2 ! c2 12 I l 2(x) 12 , by Theorem 5, 
Sec. 1.6, Chap. II, the function I ctf1(x) + cJ 2(x) 12 is integrable, 
which implies that cJi1 (x) + cJ2(x) E L 2(Q). 

The function l 1(x) l 2(x), where l 1(x), l 2(x) E L 2(Q), is integrable, 

because it is measurable and I l 1(x) l 2(x) I~ ! (I l 1(x) 12 + 
+ I I 2(x) 12). Therefore with the pair of functions 11 and I 2 one can 
associate the quantity 

(f,, 12)L.(Q) = J l,(x) l2(x) dx. (2) 
Q 

It is easily checked that formula (2) defines a scalar product in 
L 2 (Q). The norm generated by this scalar product is of the form 

II I IIL.<Q> = ( J I l(x) 12 dx) 112
• (3) 

Q 

Since I I I= I I 1·1 ~ ; (II 12 + 1), we find that when the region 
Q is bounded the function l(x) belonging to L 2(Q) also belongs to 
£ 1 (Q). This means that L 2(Q) c L1(Q) for a bounded region. In 
this case it is also evident that C(Q) c L 2(Q) c L1(Q). 

Theorem 1. £ 1 (Q) is a Banach space with norm (1). L 2 (Q) is a 
Hilbert space with scalar product (2). 

To prove this theorem, it suffices to establish that the spaces L1 (Q) 
and L 2(Q) are complete in the respective norms. 

1. Let the sequence lk, k = 1, 2, ... , of functions in L1(Q) be 
fundamental in L 1(Q), that is, for any e > 0 there is a number 
N(e) such that II fk - lm II Lt<Q> < e for all k, m > N(e). Choose 
e = 2-k for some integer k, and let N k denote the number N(2-k) 
such that Nk ~ Nk+I· Then for m > Nk we have 

II1Nk-lmiiL,(Q)<2-k, (4) 

and, in particular, II INk- !Nk+li\L,cQ> < 2-k. Hence the series 
00 

~1 II IN IN IlL (Q) converges. This, in view of Corollary to ..::..1 k- k+l 1 
k=l 
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00 

Sec. 1.6, Chap. II, means that the series ~ (/Nk -INk) converges 
11=1 +l 

a. e. in Q to a function belonging to L 1(Q), which, in turn, 
means that the sequence IN , k = 1, 2, ... , converges, as k-+ oo, 

k 
a.e. in Q to a function IE L 1( Q): 

INk(x)-+ l(x), k-+ oo. 

We shall show that II lm -I II Lt(Q) -+ 0 as m-+ oo. Indeed, for 
m > Nr, k > r the inequality (4) implies 

I lm-INki!L,(Q) ::s;; 111m- INri/L,(Q)+ I11Nr- INki/L,(Q) ::s;; 2·2-r=21-r. 

Letting k-+ oo in this inequality, we obtain, by Fatou's lemma 
(Theorem 4, Sec. 1.6, Chap. II), the inequality II lm- I II Lt(Q) ::s;; 
:s;: 21-r which is true for all m > N r· For sufficiently large m the 
number r can be chosen large enough, therefore II lm -I II Lt(Q) -+ 0 
as m-+ oo. Thus the space L 1(Q) is complete. 

2. Suppose that the members of the sequence l 11(x), k = 1, 2, ... , 
belong to L 2 (Q) and that the sequence is fundamental in the norm 
L 2 (Q). As in the proof of the first part of this theorem, a number 
sequence N 1 ::s;; N 2 ::s;; ... ::s;; N k ::s;; . . . can be found such that 

(4') 

for all m ~ N~~,, and, in particular, II INk+l- IN~~,IIL.<Q> < 2-k. 
An application of Bunyakovskii's inequality gives II 1Nk+1 -

- IN~~,I!L,<Q> ::s;; VfQIII IN~~,+l- INk IIL,(Q) < VfQT 2-11., therefore there 
is a function l(x)EL1(Q) such that IN~~,(x)-+l(x), as k-+oo, 
a.e. in Q. This means that 11Nkl2 -+l//2, as k-+oo, a.e. in Q. 
Furthermore, 

1 II INk 1/L,(Q} ::s;; II INk- IN,IIL,(Q) +II IN.l!L,(Q) ::s;; 2+ II IN, IIL,(Q)• 

Hence, by Fatou's lemma, l(x) E L 2(Q). 
Let us show that II lm -I II L,(Q)-+ 0 as m-+ oo. Form> Nr and 

k~r inequality (4') implies 

II lm- INk IIL,(Q) -< II lm- /Nr IIL,(Q) +II INr- INk 1/L,(Q) ::s;; 2i-r. 

Letting k-+ oo in this inequality and again using Fatou's lemma, we 
conclude that II fm- I II<L,Q) :s;; 21-r for all m > Nr. And since 
with sufficiently large m, r can be chosen sufficiently large, we obtain 
II fm- I IIL,(t_.)-+ 0 as m-+ oo. I 

Remark. We remark that in proving Theorem 1 we have at the 
same time established the following assertion. 
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From every sequence of functions converging to a function f in L 1(Q) 
or in L 2(Q) a subsequence can be chosen that converges to f a.e. 

2. Denseness of the Set O(Q) in L1(Q) and L 2(Q). Separability 
of L1(Q) and L 2(Q). Continuity in the Mean of Elements of L1(Q) 
and L 2(Q). 

Theorem 2. The set of functions continuous in Q is everywhere dense 
in L 1(Q) and L 2(Q). 

1. Let f(x) E L 1(Q). With no loss of generality this function can 
be assumed real-valued and nonnegative. Then by the definition of 
integrability of f(x), there exists a sequence !11.(x), k = 1, 2, ... , 
of functions continuous in Q having the property that f11.(x) t f(x) 

a.e. in Q and J /11. dx-+ J I dx as lc-+ oo. Since J I f - !11. I dx = 
Q Q Q 

= r (j- fk) dx, it follows that II I- fk IIL,(Q)-+ 0 as lc-+ oo, as 
Q 

required. 
2. Let f(x) E L 2(Q) which is again assumed real-valued and 

nonnegative. Since f(x) E L 1(Q), we can find a monotone nondecreas
ing sequence fk, k = 1, 2, ... , of functions belonging to C(Q) that 
converges to f a.e. in Q. The functions /11.(x) can be additionally 
assumed to be nonnegative, for, if necessary, this sequence can be 
replaced by the sequence f't.(x), k = 1, 2, . . .. But then t:(x)t 
t f(x), as k-+ oo, a.e. in Q. By the definition of the integral of 

f(x) J t: dx-+ J f dx, that is, II /11. lll.<Q> -+ II I lll.<Q>· Since /,d ~ 
Q Q 

~ f2 , by Lebesgue's theorem (Theorem 6, Sec. 1.7, Chap. II) 
lim (fk, /)L.<Q> = II I llt.<Qh which implies that II h - I lll.<Q> = 
k .... oo 

= II /11. lll.<Q>- 2 (/71., /)L1(Q) + II I lll.<Q>-+ 0 as k-+ oo. I 
Note that if a sequence of functions in C(Q) converges to a fun

ction in the norm of C (Q), it also converges to it in the norms of 
L1(Q) and L 2(Q). Consequently, any function continuous in Q can 
be approximated by a sequence of polynomials with rational coeffic
ients in the norms of L1(Q) and L 2(Q). Then Theorem 2 implies 
that the countable set of polynomials with rational coefficients is 
everywhere dense in L1(Q) and L 2(Q). We have the following result. 

Theorem 3. L1(Q) and L 2(Q) are separable spaces. 
A function f(x) belonging to L 2(Q) (and extended outside Q by 

assigning to it the value zero) is called continuous in the mean (square) 
or in the norm of L 2(Q) if for a given e > 0 a 6 > 0 can be found such 
that II f(x + z) - f(x) IIL1(Q) < e for all z, I z I < 6. 

A function f(x) belonging to L1(Q) (and extended as being equal to 
zero outside Q) is called continuous in the mean or in the norm of 
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L 1(Q) if for a given e > 0 a 6 > 0 can be found such that 
II f(x + z) - f(x) IIL1(Q) < e for all z, I z I < 6. 

Theorem 2 implies the following result. 
Theorem 4. Any function belonging to L2(Q) is continuous in the 

mean (square). Any function belonging to L 1(Q) is continuous in the 
mean. 

Proof. Let f E L 2(Q) (the proof is exactly the same when f E 
E L 1(Q)). Consider a large number a > 0 so that Q ~ Sa, where Sa 
is the ball {I x I < a}. Since f(x) E L 2(Q), the function F(x}, 
which is equal to f(x) when x E Q and vanishes when x E S 24 "-._Q, 
belongs to L 2(S 2a). Take an arbitrary e > 0. By Theorem 2, there is 
a function F(x) which is continuous in S2a and satisfies the inequali
ty II F(x) - Jf(x) IIL.<S > < e/3. By multiplying F(x) by a prop-

2a 
erly chosen slicing function for the region Sa, it can be assumed 
that F(x) == 0 for x E S 2a "-._Sa. Therefore for I z I~ a, II F(x + z)
- F(x + z) IIL,(S1a) = II F(x) - F(x) IIL,(S > ~ e/3. Since the 

- a_ 
function F(x) is uniformly continuous in S 2a, there is a 6 > 0 
(ti <a) such that II F(x + z) - F(x) IIL,(s24> ~ e/3 whenever 
I z I < 6. This means that for I z I < 6 

Ill (x + z)- f (x) IIL.<Q> =II F (x + z)- F (x) IIL,(s2a> 

~ /1 F (x + z)- F (x + z) IIL.<s24> +II F (x + z)- F (x) lk.<s24> 

+II F (x)- F (x) IIL,(B24) ~ ~ + : + : =e. I 
3. Averaging of Functions Belonging to L1(Q) and L 2(Q). As in 

the case of functions belonging to C(Q}, averaging functions can 
also be defined for functions belonging to L1(Q) and L 2(Q). 

Let ffih(l x- y I) be some averaging kernel (Chap. I, Introduc
tion), and let f(x) E L1(Q). The function 

fh(x)= J f(y)ffih(ix-yj)dy, h>O, (5) 
Q 

is called the average function for the function f (averaging function 
for f). 

By the Property (a) of an averaging kernel and Theorem 7, Sec. 1.7, 
Chap. II, fh(x) E C""(Rn) for h > 0. Further, fh(x) = 0 beyond Qh. 

Theorem 5. If f(x) E L1(Q) (L2(Q)), then II h - f IIL,(Q)-+ 0 
(II h - f IIL,(Q)-+ 0) as h-+ 0. 

Proof. Both the assertions are proved exactly in the same way, 
therefore we examine, for example, the case when f E L 2(Q). The 
function f is assumed extended outside Q by assigning to it the value 
zero. Successive applications of Properties (b) and (c) of an averag-
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ing kernel, Bunyakovskii's inequality and Property (d) of the 
averaging kernel yield 

I fh(x)- f (x) 12 

- J f(y) wh(l x- Y J) dy- f(x) J 
lx-Yi<h lx-YI<h 

~ ~ w~(l x-Y J) dy ) I f(y)- f(x) 12 dy 
lx-yl<h lx-yl<h 

const i I ~~ 1 f(x + z)- f(x) J2 dz. 
lz!<:h 

By the Corollary of Fubini 's theorem (Sec. 1.11, Chap. II) 

II fh- f lli.<Ql ~ co::t J dx J I f(x + z)- f(x) 12 dx 
Q !zl<h 

= c~~st .) dz f I f(x + z)- /(x) 12 dx. (6) 
lzl<h Q 

Take any e > 0. By the theorem on continuity in the mean (Theo
rem 4), a 8 > 0 can be found such that II /(x + z) - /(x) IIL.(Q) < 
< e whenever I z I ~ h < 8. Therefore for such h the inequality (6) 
implies ll·fh - f IIL.(Q) ~ const· e. I 

Remark. It should be noted that the proof of Theorem 5 nowhere 
uses the fact that the averaging kernel is nonnegative. Consequently, 
if the averaging function fh(x) for f(x) is defined by the formula (5), 

( ) 1 (lz-yl) ( where wh I x- y I = hn w1 -h- and w1 t), -- (X)< t < CXl, 

is an infinitely differentiable even function that vanishes for I t I > 1 

and is such that J ~1( I x I) dx = 1 (compare with the definition of 

Rn 
the averaging kernel given in Introduction, Chap. 1), then Theorem 5 
remains valid in this case also. 

Theorem 6. The set C00(Q) is everywhere dense in L1 (Q) and in 
L2 (Q). 

Proof. Let f(x) E L 2 (Q) (the case f E L1(Q) is disposed of similar
ly), and fix any e > 0. By the theorem on absolute continuity of a 
Lebesgue integral (Theorem 9, Sec. 1.10, Chap. II), there is a 8 > 0 

such that J If 12 dx < e2/4. This means that the function F(x) 
Q'o...Qa 

with compact support in Q which belongs to L 2(Q) and equals f(x) 
when x E Q6 and vanishes when x E Q',.Q6 , satisfies the inequality 
II F- f IIL,(Q) ~ e/2. By Theorem 5, a h 0 > 0 can be found such 
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that II F h - F IIL.(Q) ~ e/2 for all 0 < h ~ h0 • The averaging 
function F h for the function F with compact support belongs to 

(:oo(ij) for sufficiently small h and 

111-Fhi/L.<Ql ~ llf-FI/L.<QJ+IIF-FhliL.(Q) ~~+~=e. I 

Since for any k ~ 0 C""(Q) c Ck(Q) c L 2(Q), it] follows that 
for all k :;> 0 {;k(Q) are everywhere dense in L2(Q).~ 

4. Linear Spaces L1, 10c, L 2, Joe• The set of functions that are 
integrable over any strictly interior subregion Q' of Q, Q' ~ Q, are 
denoted by Lt, Ioc(Q). 

The set of funcUons that are measurable in Q and the squares of 
whose moduli are integrable over any strictly interior subregion Q' 
of Q, Q' ~ Q, is denoted by L 2, Ioc(Q). 

It is clear that L 1, Ioc(Q) and L 2 , Ioc(Q) are linear spaces. Further, 

L1(Q) c L 1, Ioc(Q) and L2(Q) c L 2, Ioc(Q). The function (1 - ~ x l)m' 

for example, belongs to L 1, Ioc( I x I < 1) and L 2 , Ioc( I x I < 1) 
for any m, and at the same time it belongs to L 1( I x I < 1) only 
when m < 1 and to L 2 (1 x I< 1) only when m < 1/2. 

§ 3. GENERALIZED DERIVATIVES 

1. Simplest Properties of Generalized Derivatives. Suppose that a 
continuous function f(x) in Q has continuous derivative fx.(x) in Q. 

I 

Then for any function g(x) E C1(Q) 

) iixi dx =' - ) fxig dx. 
Q Q 

It turns out that the derivative fx. off is completely determined 
I 

by the last equality: it can be easily shown that if for a continuous 
function f(x) there exists a continuous function ht(x) such that 

J fgxi dx =- .\ h;gdx (1) 
Q Q 

for any g(x) E b(Q), then the function f(x) has in Q the derivative 
fxi and fxt = ht for all x E Q. Thus by means of identity (1) a defini
tion of the derivative of f(x) can be given that is equivalent (in the 
class of continuous functions) to the usual definition. If in (1) the 
continuity condition of f(x) and ht(x) is dropped and instead it is 
required that they be integrable or their squares be integrable (the 
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latter is more convenient for us) and the integrals in (1) are under
stood in Lebesgue sense, then we enlarge the class of functions for 
which the notion of derivative can be introduced; the function hi is 
ealled the generalized derivative off with respect to xi in Q. 

Let a = (a1 , ••• , an) be a vector with nonnegative integral 
eomponents. A function F(x) E L 2, loc(Q) is called ath general
ized derivative (g.d.) in Q of a function f(x) E L 2, 10c(Q) if 

J /(x) Dag (x) dx = :- (i)lttl J ja(x) g (x) dx (2) 
Q Q 

for any g(x) E C ltti(Q). 
We shall first show that a function f(x) can have only one g.d. 

F(x) (recall that functions are considered equal if they coincide a.e.). 
In fact, let f't(x) and f:(x) be two g.d. of f(x). For an arbitrarily 

fixed subregion Q', Q' ~ Q, and an arbitrary function g(x) E 
E Clai(Q') the identity (2) yields ~ iff: - f:) g dx = 0. But 

Q' 
j~ - r: E L 2(Q'), therefore, by Theorem 6, Subsec. 3 of the previous 
section, ff - f': = 0 a.e. in Q', which means that this holds a.e. 
also in Q. 

Let f(x) E bai(Q). By Ostrogradskii's formula we have 

J /(x) Dag (x) dx = ( -i)lal J Daj(x) g (x) dx (3) 
Q Q 

for any g(x) E C fai(Q). That is, the function f(x) has g.d. F(x) 
equal to Dat(x). In particular, the function f(x) which is equal to a 
constant (a.e.) in Q has each g.d. F(x) = 0, I a I > 0. 

In the sequel g.d. F of a function twill be denoted by nat. The 
generalized derivatives, primarily the first-and second-order deri-

vatives, will also be denoted by fx1, fx 1x1, • .. and:;,, a:,~xJ, ... . 

Since for smooth functions g(x) the derivative a~fafg a does not 
iJx1 •• • iJxnn 

depend on the order of differentiation, it follows from the uniqueness 
of a generalized derivative and formula (2) that a generalized deriv
ative also does not depend on the order of differentiation. 

The definition of g.d. also implies that if the functions fi(x), i = 
= 1, 2, have g.d. na.ti, then the function ctf1 + c.j2 , with any con
stants ch has g.d. Da (ctf1 + c.j2) = c1Daft + c 2Da/2• 

Example 1. The function f(x) = 1 x1 1 has in the ball Q = 
= {I x I< 1} first generalized derivatives fx1 = sign x1, fx1 = 0, 
i = 2, ... , n. 
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In fact, for any g(x) E C1 (Q) 

J I x.!"gx,dx= i xtix,dx- j xtix,dx, 
Q Q+ Q-

where Q+ = Q n (x1 > 0), Q- = Q n (x1 < 0). Applying Ostrograd
skii's formula, we have (x1g = 0 on 8Q and also for x1 = 0) 

.\ l x1 I g x, dx = - J g dx + ) g dx = - J sign x1 • g dx. 
Q Q+ Q- Q 

Therefore g.d. with respect to x1 of the function I x1 I exists and is 
equal to the function sign x1• Since for i >- 2 

J lxtlix1dx=) (lxt)g)x1dx=0=- J O·gdx, 
Q Q Q 

the function I x1 I has generalized derivatives with respect to x 1, i = 
= 2, ... , n, equal to zero. 

Note that the function I x1 I has no classical derivative with re
spect to x1 in Q (the derivative does not exist for x1 = 0). 

Example 2. The function f(x) = sign x1 has in the ball Q = 
= {I x I < 1} first generalized derivatives fx. = 0, i = 2, ... , n, 

l 

but has no generalized derivative fx 1• The existence of g.d. fx1, i = 

= 2, ... , n, is established in the same manner as in Example 1. 
Let us show that f has no g.d. with respect to x1. Suppose, on the 
contrary, that there is a function ffi E L2, Ioc(Q) which is a general-

ized derivative of f with respect to x1 • Then for any g(x) E C1(Q) 

J ffigdx=- J (signx1)gx,dx=- J ix,dx+ J ix,dx 
Q Q Q+ q-

=2 \ g dx2 ... dxn. (4) 
Qnt;,.=o> 

This equality, first of all, implies that ffi = 0 (a.e.) in Q. In fact, 

substituting in (4) an arbitrary g(x) E C1(Q) vanishing in Q-, we 

have J ffig dx = 0, which implies that ffi = 0 (a.e.) in Q+. Analog-
Q+ 

ously, it can be shown that ffi = 0 (a.e.) in Q-. Accordingly, for any 

g(x) E Ct(Q), J ffig dx = 0, that is, J g (x) dx2 ••• dxn = 0, but 
Q Qntx,=O} • _ 

this cannot hold for an arbitrary function g(x) E C1(Q). 
In contrast to the corresponding classical derivative, the general

ized derivative Daf is defined by (2) globally, at once in all of Q. 
8-0594 
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However, in every subregion Q' c Q also the junction nat will be 

g.d. of the function t, since the function g(x), belonging to C'lrx.I(Q') 
and extended outside Q' by assigning to it the value zero, belongs to 

Clrx.I(Q) (this property was, in fact, used while proving the unique
ness of a g.d.). Therefore iff (x) has in Q g.d. nat and j(x) = c (a.e.) 
in Q' c Q, then nat = 0 (a.e.) in Q'. In particular, g.d. (if it exists) 
of a function /(x) having compact support in Q (that is, for some 
Q", Q" ~ Q, f(x) = 0 a.e. in Q"-..Q") has compact support in Q, 
and therefore belongs to L 2 (Q). 

Suppose that the function /(x) belonging to L 2 , Ioc(Q) has g.d. 
nat = F and the function F(x) has g.d. nr»F = G. Then there 
exists g.d. na+r>j and na+r>j = G. 

Indeed, suppose g(x) E ba+r>I(Q). Since nr>g E bai(Q), we 
have 

i tna+r>g dx = ( -1)1rx.l J natnr>g dx 
Q Q 

= ( -1)1rx.l) FDf\g dx = ( -1)1rx.I+Jf\1 J nfiFg dx = ( -1)1a+f'>l r Gg dx, 
Q Q Q 

as required. 
In contrast to the classical derivative, the generalized derivative 

nat is defined at once for order I a I without assuming the existence 
of corresponding derivatives of lower orders. Let us show that the 
derivatives of lower orders may not, in fact, exist. 

Example 3. In the ball Q = {I x I< 1} consider the function 
t(x) = cp(x1) + cp(x2), where cp(x1) = sign x1 • The results of 
Example 2 show that /(x) has no generalized derivatives fx, and fx.· 

Nevertheless, we shall now show that the generalized derivative 

fx,x, exists. Taking an arbitrary g(x) E C2 (Q), we have 

J g x,x.f dx = J cp (xt) g x1x2 dx + ) cp (xz) g x,x. dx. 
Q Q Q 

Since 

J cp (xt) gx,x2 dx = - J gx,x2 dX + J g x,x. dx = 0 
Q Qntx,<O} Qntx,>O} 

and, similarly, J cp(x2)gx,x1 dx=0, it follows that 
Q 

J lix,x, dx = 0= J 0· g dx. 
Q Q 

Thus the generalized derivative fx,x. exists and is equal to zero. 
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2. Generalized Derivatives and Averaging Functions. A Criterion 
for the Existence of Generalized Derivatives. Let f(x) E L 2(Q), 
and roh be some averaging kernel, and let 

fh(x)= ~ roh(ix-yi)f(y)dy, h>O, 
Q 

be the averaging function for the function f(x), fh(x) E Coo(Rn)· 
Lemma 1. If the function f(x) E L 2 (Q) has a generalized deriva

tive nat E L 2 (Q), then for any point y E Q 
(nat)h (y) = nafh (y) (5) 

with sufficiently small h > 0, and for any subregion Q' ~ Q 

II nat"- nat ilr.,<Q'> ~ o (6) 
ash~ 0. 

If in addition to the above, the function f(x) has compact support in 
Q (and is extended outside Q by assigning to it the value zero), then 
formula (5) holds for all y E Q for sufficiently small h > 0, and 

II nat h- nat IIL,(Q) ~ 0 as h ~ 0. (7) 

Proof. Taking in (2) for g(x) the averaging kernel ro"( I x - y 1), 
y E Q, with sufficiently small h > 0 (h is less than the distance be
tween y and the boundary 8Q) and applying Theorem 7, Sec. 1. 7, 
Chap. II, we obtain formula (5) 

(Daf)h(Y)=(-1)\al ~ f(x)n~roh(ix-yi)dx 
Q 

= ~ f(x) n~roh (i x- y i) dx = n~f h(Y). 
Q 

If Q' ~ Q, there exists a h 0 > 0 such that when h :::;;; h 0 formula (5) 
holds for all y E Q'. If f(x) has compact support (in this case nat 
also has compact support and belongs to L 2(Q)), again there is a 
h 0 > 0 such that when h:::;;; h 0 formula (5) holds for all y E Q. There
fore relations (6) and (7) follow from Theorem 5, Sec. 2.3. 

Corollary. If all the first-order g.d. of a function f are zero, then 
f = const. 

In fact, in a subregion Q' ~ Q Ux.h = 0, i = 1, ... , n, for 
l 

sufficiently small h. By (5), (fh)x. = 0, i = 1, ... , n, that is, 
l 

fh = const = c (h) in Q' for such h. Since II fh - f IIL2(Q') = 
= II c(h)- f IIL2(Q') ~ 0 ash~ 0 (Theorem 5, Sec. 2.3), it follows that 
II c (h1) - c (h2) IIL2(Q') = I c (h1) - c (h 2) I VTQ'T ~ 0 as h1 , h 2 -+ 

~ 0. Consequently, c(h) = fh converges uniformly in Q' (and more 
so in L 2 (Q')) to some constant, that is, f = const, in Q', and there
fore also in Q. 

8* 
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By means of Lemma 1 the following criterion for the existence of 
generalized derivative of f E L 2(Q) is established. 

Theorem 1. For the existence of g.d. nat of a function f E L 2(Q) it 
is necessary and sufficient that for any subregion Q' ~ Q there exist 
constants C(Q') and h 0(Q') such that II nath IIL2(Q') ~ C (Q') for 
all h < h 0 (Q'). 

Proof. The necessity has been proved in Lemma 1. 
Sufficiency. Consider a system of regions Q1 ~ Q2 ~ ••• ~ 

~ Qm ~ ... ~ Q such that any point x E Q belongs to some Qi 
(and therefore to all Qj. j > i). Since for h < ho (Ql) II nath IIL2(Q1) ~ 
~ C(Q1), the set {nath} is weakly compact for such h (Theo
rem 3, Sec. 3.8, Chap. II). Therefore a sequence of values of h, 
h1, 1 , ... , h1, '" t 0 as k-+ oo, can be found such that the 
sequence of functions nath1 , k' k = 1, 2, ... , converges weakly in 
L 2(Q1). Similarly, from the sequence h1, k• k = 1, 2, ... , one may 
choose a subsequence h 2 , k• k = 1, 2, ... such that the sequence of 
functions najh2 , k' k = 1, 2, ... , converges weakly in L2(Q 2); 

and the weak limit of this sequence in Q1 coincides, of course, with 
the weak limit of the sequence nathl, k• k = 1, 2, ... , and so forth. 
The diagonal sequence nathk, k' k = 1, 2, ... , converges weakly to 
some function ro(x) E L 2, Joc(Q) in the space L 2(Qi) for any i = 
= 1, 2, .... Then for any Q' ~ Q nathh, k converges weakly to w 
in L 2(Q'). 

Consider an arbitrary function g E C Ja.J (Q), and let Q' be the 
region beyond which g(x) = 0, Q' ~ Q. For all k = 1, 2, ... , we 
have 

) Dafhk,kgdx=(-1)iat) fhk,knagdx, 
Q Q 

where the integration is, in fact, not over entire Q but over Q'. Since 
the sequence nafhk, k' k = 1, 2, ... , converges weakly in L 2 (Q') to 
the function w and the sequence hk, k' k = 1, 2, ... , converges 
strongly (and therefore also weakly) to the function/, we may pass 
to the limit as k-+ oo in the last identity: 

) wg dx = ( -1)1aJ ) tnag dx. 
Q Q 

This means that f has generalized derivative nat equal to the func
tion ro. I 

3. Existence of Generalized Derivative in the Union of Regions. 
As noted in Subsec. 1, if nat is g.d. of a function fin Q, then it is 
g.d. of this function in any subregion Q' c Q also. In the present 
subsection we shall prove the following assertion. 
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Theorem' 2. If a junction f has g.d. Da.j in regions Q1 and Q 2 and 
if Q1 U Q2 = Q is also a region (that is, a connected set), then g.d. 
Da.j exists in Q. 

Proof. Take an arbitrary point x E Q. Let Sp(x) be the ball of 
radius p > 0 with centre at x, and let p1 = min I x - y I, p2 = 

yEoQ, 
= min I x- y I· If x E Q1 ""'Q 2 , then Sp,J 2(x) ~ Q1 , while if 

YECIQo 

X E Qz""-Ql, then Sr./2(x) ~ Qz; however, if X E Ql n Q2 and 
p = min (p1 , p2), then Sr/2(x) ~ Q1 and SpJ 2 (x) ~ Q2 • 

Let all the points of Q be divided into two classes: the first class 
contains all the points of QI""' Q2 and those points of QI n Q2 for 
which PI< p2 , p = PI• and the second class contains the remaining 
points, that is, all the points of Q2 ""-QI as well as those points of 
Ql n Q2 for which P2 :s;; PI• p = P2· 

In this way, Q is covered by the balls Sr12(x): if x belongs to the 
first class, then p = PI• and if x belongs to the second class, then 
P = P2· 

Let Q' be any strictly interior subregion of Q, Q' ~ Q. From the 
cover of Q' by the balls Sr12 (x) one can choose a finite subcover. 
A part of the balls of this subcover having centres at the points of 
the first class constitutes an open set Q; ~ Q1 , while the remaining 
ones constitute an open set Q; ~ Q2. Thus for Q' there are two open 
sets Q; and Q; having the following prcJperties: (a) Qi, i = 1, 2, is 
the sum of a finite number of balls, (b) Q' belongs to the region 
Q; U Q; and Q~ ~ QI, Q; ~ Q2. Since g.d. Dr:r.j exists in Q1 and Q2 , 

by Theorem 1 there are constants C(Q;), C(Q;), h 0(Q;) and ,h0(Q;) 
such that for h < h 0 = min (h 0(Q;), ho(Q;)), II Da.fh IIL.<Qi> :s;; 
:s;; C(Q;), II Da.fh IIL.cQ2l :s;; C(Q;), where h is the averaging func
tion for f in Q. Hence 

II Dajh iiLQ') :s;; II Dafh IILQ{) +II nath11L<Q2) :s;; cf (Q;) 

+ q (Q;) = Cz (Q') 

for all h < h0 • Therefore, by Theorem 1, the function f has g.d. 
Daj of ath order in Q that coincides, of course, with Dr:r.j in QI and 
Q2. I 

4. A Connection Between Generalized Derivatives and Finite
Difference Ratios. Let f(x) have compact support in Q and belong 
to L 2(Q). We extend this function outside Q by assigning to it the 
value zero and consider for h =1= 0 the difference ratio 

{j~j(x)= f(xll ... , xlt-l• x~t+h~ Xk+I• ••• , Xn)-f(x), (8) 

k = 1, ... , n. Clearly, for all h =I= 0, 6~/(x) E L 2(Q). If the func
tion g(x) E L 2(Q) (and is extended as being equal to zero outside 
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Q), then for sufficiently small I h I (less than the distance between 
the boundaries of Q and Q', outside which I = 0) the formula of 
"integration by parts" holds: 

(6~1, g)L2(Q) 

= ! ) (/(xt, ... , xll-1• xll + h, xll+1, .•. , Xn)- l(x)) g(x) dx 
Q 

=! ~ f(x) (g(x1 , •• • , Xll-h x1l-h, xll+i• •.. , Xn)-g(x))dx 
Q 

Theorem 3. Let the function f(x) with compact support in Q belong 
to L 2(Q). 

(a) I I g .d. I xh. exists for some k = 1, ... , n, then for all sufficient-

ly small I h I, h =I= 0, II 6~/ IlL. (Q) ~ II I xll IlL. (Q) and 

116~/- fxlli!L.<Ql -o as h- 0. (10) 

(b) If there is a constant C > 0 such that for all sufficiently small 
I h I, h =I= 0, II 6~/ IlL. (Q) ~ C, then the function f has g.d. fxh in Q, 
and the inequality II f xh IIL,(Ql ~ C as well as relation (10) hold. 

Proof of (a). Suppose first f E Ct(Q). With no loss of generality 
xn+n 

1 \ at(x' s ) one can take k=n. Then {j~f=h j as'n n d£n, where, as usual, 
xn 

x' = (x1, ••• , Xn-t)·. Therefore (suppose h > 0, for definiteness) 

xn+n xn+n 

I {j~f(x) 12-< ;2 ( J I at(~~~ sn) I d£n r-< ! ~ I rat(~~~ Sn) 12 d£n, 
xn xn 

whence it follows that 

+f I 6nf(x) 12 dx .......- __!:_ Y'' dx xnt I at(x', ~n) 12 dt = +f I at(x'. xn) 12 dx J n , n ~ h J n J 8£n ::n J OXn n • 
-oo -00 -00 

Integration with respect to x' E Rn-i yields 

(11) 



Further, 
xn+h 

6~/(x)-fxn(x)=! J 

Hence 
+oo 

xn 

J (c5~/(x)- fxn(x)) 2 dxn 
-oo 

iJf(x', Xn) ) d't 
iJ 'on• Xn 

h +oo 

= ! I d1] r ( iJf(x' ~=: + 1]) - of (~:·n Xn) ) 2 dxn. 
0 -oo 

Integrating with respect to x' E Rn_1, we have 

h 

II c5nf- I 112 ::;:: _!_ r d r ( iJf(x'' Xn +11) 
h Xn L,(Q)-..:::: h J 1} j iJXn 

aj(x', Xn) ) 2 d 
iJ X. 

Xn 
(12) 

0 Q 

Inequalities (11) and (12) established for the time being only for 

functions f E C1(Q) are also true for functions in L 2(Q) having com
pact support and g.d. f xn in Q. To show this, it suffices to approxi
mate f(x) by its averaging function with a sufficiently small aver
aging radius p, use for this last function inequalities (11) and (12) 
(the averaging function has compact support in Q) and then take 
the limit as p--+ 0. 

Thus the first inequality in (a), coinciding with (11), is proved. 
To prove relation (10), we apply the theorem on continuity in the 

mean (square) of functions belonging to L 2(Q) (Theorem 4, Sec. 2.2), 
which implies that for a given e > 0 a c5 = c5(e) can be found such 
that 

r ( iJf(x', Xn + tj) _ iJf(x', Xn) ) 2 dx <,_ g2 

J &n &n 
Q 

whenever Ill I :::.:;; I h I :::.:;; c5. Therefore (12) yields the inequality 
jic5~/- fxniiL<Q>:::.:;; e2 whenever I h I< c5. This proves Propo
sition (a). 

Proof of (b). By Theorem 3, Sec. 3.8, Chap. II, the set {c5~/} with 
small I h I is weakly compact in L 2(Q). Accordingly, a sequence 
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6~ /, p = 1, 2, ... , hp-+- 0 asp-+- oo, can be chosen that con
vci-ges weakly to some function w E L 2(Q); moreover, II w IIL.(Q) ~ C. 
Further, in view of (9), (6~Pf, g)L,(Q) = - (/, 6h_hPg)L,(Q) for any 

g(x) E Ct(Q). When p-+- oo, the left side of this identity tends to 
(w, g) and the right side, by Lebesgue theorem, to -(/, gxk). There-
fore g.d. fxk exists and fxk = w. I 

In the sequel the following proposition will also be used. 
Let Q be a simply connected region in Rn which contains the ori

gin and is symmetrical with respect to the plane Xn = 0 (that is, 
if x = (x', Xn) belongs to Q, then (x', -xn) also belongs to Q), and 
let 6 > 0 be a small number so that Q6 is a region. We denote 

Q + = Q n { Xn > 0}, Q- = Q n {Xn < 0}, 
(Q6)+ = Q6 n {xn > 0}. 

Theorem 4. Let f(x) E L 2 (Q+) and f(x) = 0 in Q+"'-(Q6)+. 
(a) If for some k < n g.d. fxk exists in Q+, then for all sufficiently 

small I h I, h =F 0, 

and 
(10') 

(b) If there is a constant C > 0 such that for all sufficiently small 
I h I, h =F 0, II 6~/ IIL,(Q+)-<C, k < n, then g.d. fxk exists in Q+, 
and II fxk IIL.(Q+) ~ C and relation (10') holds. 

In Q we defme a function F(x) as follows: F(x) = f(x) in Q+ and 
F(x) = f (x', -xn) in Q-. Clearly, FE L 2 (Q) and F(x) = 0 outside 
Qc5. Moreover, II 6~FIIL<o> = 2 II 6~/ lll.<o+>· k < n, o < I h I< 6. 

Proof of (a). Suppose that the function f has g.d. fxk in Q+. We 
shall first show that the function F has g.d. Fxk in Q. In fact, con-

sider an arbitrary function g(x) E C1(Q) and with any 6 > 0 the 
even function S6(xn) E C1(- oo, + oo), S6(-xn) = S6(xn), sat
isfying the inequality I S6(xn) I ~ 1 for all Xn, and equal to 1 
when Xn :;;> 6 and to zero when 0 ~ x, ~ 6/2. 

The equality 

J F(x) gxk(x) S6(xn) dx 
Q 

= 1 f(x)gxk(x)\;6(xn)dx +) f(x', -Xn)gxk(x)\;o(xn)dx 
Q+ Q-

= ) f(x) a!h. (S6(Xn) (g (:z.l, Xn) + g(x', - Xn)]) dx 
Q+ 
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and definition of g.d. of I in Q+ (the function so(xn) (g(x', Xn) + 
+ g(x', -xn)) E C1(Q+)) imply 

J F(x) gxk (x) So (xn) dx 
Q 

=-) fxk(x) SIJ(xn) (g(x', Xn) + g (x', -Xn)) dx 
Q+ 

=- J fxk(x', Xn)Sfl(Xn)g(x)dx- j" fxk(x', -xn)so(Xn)g(x)dx. 
Q+ Q-

Letting here 6-+ 0, by Lebesgue theorem we find that the func
tion which is equal to fxk(x) in Q+ and to fxk (x', -xn) in Q-

is g.d. Fxk in Q of F, and II Fxk IIL<Q) = 2/1 fxk lli.<Q+)· 
By Theorem 3, II6~F IIL,(Q)-< II F xk i/L,(Q), therefore /16~/ lli.<Q+) = 

= ; JI6~F lli.(Q)-< ; Jl F xk /Jl,(Q) =/If xk //L,(Q+). Since II 6~F- F xk lii.<Q) = 

= ; II 6~/- f xk lii.<Q+) and II 6~F -- F xk //L,(Q)-+ 0 as h-+ 0, we find 

that II 6~!-fxki/L,(Q+)-+0 as h-+0. This proves Proposition (a). 

Proof of (b). Suppose that II 6:VIIL,(Q+)-<C, k < n, for all suf
ficiently small I h I, h =I= 0. Then for all such h II 6~F lll.<Q) ~ 
~ 2·C2 • By Theorem 3, g.d. Fxk exists in Q and II Fxk lll,(Q) ~ 
~ 2· C2 , which means that g.d. fxk exists in Q+ and II fxk lli.<Q+) ~ 
~ C2 and (10') holds. 1 

§ 4. SPACES Hk(Q) 

1. Linear Space H~ocUJ). Hilbert Space Hk(Q). The set of func
tions belonging to L2, Joc(Q) and having all generalized derivatives 
up to order k, k :> 1, (belonging to L 2, Joc(Q)) will be denoted by 
H~oc(Q). By Hk(Q) we shall denote a subset of Htoc(Q) whose ele
ments belong to L 2(Q) together with all the generalized derivatives 
up to order k. When k = 0, Hfoc(Q) and Hk(Q) will mean Lz, Joc(Q} 
and L 2 (Q), respectively: Hfoc(Q) = L2,Ioc(Q), H 0(Q) = L 2(Q). 

It is clear that Htoc(Q) and Hk(Q) are linear spaces. Let us show 
that Hk(Q) is a Hilbert space with the scalar product 

(f, g)Hk(Q) = ~ J DafDa:-g dx. 
trxl~k Q 

(1) 
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To demonstrate this, it is enough to prove that Hk(Q) is complete 
in the norm 

generated by scalar product (1). 
Let fm, m = 1, 2, ... , be a sequence of elements of Hk(Q) that 

is fundamental in the norm (2): 

/lfs-fml/~k(Q)= ~ \ IDafs-Dafml 2 dx-rO as m., S-roo. 
ial""k Q 

Then for any a, I a I ~ k, when m, s -r oo 

) !Da/8 -Dafml2 dx-r0, (3) 
Q 

and, in particular (when a = 0), 

J lfs-fml2 dx-r0. 
Q 

(4) 

'Since L 2(Q) is complete, (4) implies the existence of a function 
j E L 2 (Q) to which the sequence fm, m = 1, 2, ... , converges (in 
L 2(Q)), and (3) implies the existence, for any a, I a I ~ k, of a 
function r E L 2 (Q) to which the sequence Dafm, m = 1, 2, ... , 
converges (in L 2(Q)). 

Since each of the functions fm(x) has all generalized derivatives 
up to order k belonging to L 2(Q), it follows that for any a, I a I ~ k, 

Um, Dag)L2 (Q) = ( -1)lal (Dafm, g)L2 (Q) 

for any g E (;k(Q). Letting m -r oo in this identity (strong conver
gence implies weak convergence), we find that the function f is 

ath g.d. of f. So f E Hk(Q) and II fm - f IIHk(Q) -r 0 as m -roo, 
which proves the statement. 

Remark. Sometimes it becomes convenient to consider the set of 
all real-valued functions belonging to Jlk(Q), k = 0, 1, ... 
(H0(Q) = L 2(Q)). This set is, of course, a (real) Hilbert space with 
the scalar product (1). It will be referred to as the real Hk(Q) 
-space and the same notation will be used for it. 

Let us note some of the properties of spaces Hk(Q). 
1. If the region Q' c Q and f E Hk(Q), then f E Hk(Q'). 

2. If f (Hk(Q) and a(x) E Ck(Q), then af E Hk (Q). In this case 
any generalized derivative Da(af), I a I ::( k, is computed accord-
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ing to the usual rule of differentiating the product of functions. 
In particular, (af)x. = ax.f + afx., i = 1, ... , n. 

' ' ' 3. If f E Hk(Q) and fh(x) is the averaging function for /, then 
for any subregion Q', Q' ~ Q, II h - f IIHk(Q')-+ 0 ash-+ 0. If, in 
addition, the function f has compact support in Q, then 
11 /, - f IIHk(Ql -+ 0 as h-+ 0. 

4. If f E Hk(Q) and has compact support in Q, then a function 
equal to f in Q and to zero outside Q belongs to Hk(Q') for any 
Q', Q' ::::>Q. 

Properties 1-4 are a direct consequence of the definition of spaces 
Hk(Q) and the properties of generalized derivatives. 

5. Let the transformation y = y(x) (y, = Yi(x1 , ••• , Xn), i = 
= 1, ... , n) map one-to-one the region Q onto the region Q, and 
let x = x(y) (xi = xi(y1 , ••. , Yn), i = 1, ... , n) be the corres
ponding inverse transformation. Suppose that for some k ::;> 1 
Yi(x) E Ck(Q), xi (y) E Ck(Q), i = 1, ... , n. Then in order that 
the function F(x) = f(y(x)), where f(y) is a function defmed in 
Q, may belong to the space Hk(Q) it is necessary and sufficient that 
f(y) should belong to Hk(Q). Derivatives of F(x) are calculated 
according to the usual rule of differentiating a composite function. 
For example, the first derivatives are given by the formulas 

i = 1, ... , n. (5) 

Moreover, there are constants C1 and C 2 depending on functions 
Yi(x), i = 1, ... , n, such that (a) II F IIHk(Q) ~ cl II f IIHk(Q)' 
(b) 11 1 IIHk<g> ~ c2 II F IIHii<Q>' 

The inverse transformation x = x(y) satisfies the same conditions 
as the transformation y = y(x), therefore we confine our proof to 
the sufficiency part and the inequality (a). 

Let k=1, and f(y)EH 1(Q). By Remark to Theorem 8, Sec. 1.8, 
n 

Chap. II, the function F(x) and the functions Fi(x) = ~. fv·(y(x)) x 
- J 
i=1 

ay. 
X ax~' i=1, ... , n, belong to L 2(Q). If/,(y) is the averaging 

function for f (y), then the function F(h, x) = f,(y (x)) belongs 
n 

Ci(Q- d aF(h, x)-"' I ( ( ) ayj "-1 to ), an axi - .:....l hyi y x.) ax;, t- , ... , n. 
j=1 

Let the subregion Q' ~ Q and Q' be its image, then Q' ~ Q. 
Since, as h-+ 0, II f, - f IIL.(Q) -+ 0 and II fhvi - fvi IIL.(Q') -+ 0, 



124 PARTIAL DIFFERENTIAL EQUATIONS 

i = 1, ... , n, by Remark to Theorem 8, Sec. 1.8, Chap. II, 
II F(h, x) - F(x) I1L,(Q)--+- 0 and II Fxit(h, x) - Ft(x) IIL,(Q')--+

--+- 0, i = 1, ... , n, ash--+- 0, for any Q' ~ Q. This means that 
in the equalities (F(h, x), gxi(x))L,(Q) = - (Fx;(h, x), g(x))L,(Q)• 

i = 1, ... , n, where g is any function in C1(Q) (Q' is chosen so 
that g = 0 in Q""-Q') one can pass to the limit as h--+- 0: 
(F, gx)L,(Q) = - (F;, g)L,(Q)· Therefore F has all the first gener
alized derivatives belonging to L 2(Q), that is, F belongs to H 1(Q); 
the relations (5) hold, and therefore inequality (a) also holds when 
k=1. 

Suppose now k = 2. We have already proved that F(x) E H 1(Q) 
and formulas (5) hold. By Property 2, the right-hand sides of (5), 
being the function of y, belong to H 1(Q). Then the functions Fx1 (x) 
also belong to H 1(Q). Consequently, F E H 2(Q) and inequality (a) 
holds for k = 2. Regarding third derivatives as the derivatives of 
second derivatives and so forth, we see that the assertion is true for 
any k. 

The following property will be used in Subsec. 2. 
6. If the region Q is a rectangular parallelepiped, then C00 (Q) 

(and hence Ck(Q)) is an everywhere dense set in Hk(Q). 
It suffices to establish this assertion for the parallelepiped lla = 

={I Xt I< a;, i = 1, ... , n}, where a == (a1 , •.• , an), ai > 0, 
i = 1, .... n. 

Take any function f E Hk(lla) and any e > 0. Whatever be a, 
0 ~ I a I < k, the function Daf E L 2(lla), therefore, by Theorem 2, 
Sec. 2.2, there is a function C~Ja(x) E C(lla) such that II Daf -
- fPa IIL,(IIa) < e. 

In the parallelepiped Daa ={I Xt I< aia, i = 1, ... , n} where 
a> 1, Da ~ Daa• consider the function Fa(x) = f(x/a). By Prop
erty 4, Fa E Hk(lla0 ), and hence Fa E Hk(lla)· Since 

II Da F a(x)- fPa(x) I/L2(IIal 

-<II Da F a(x)- Cl'a(x/a) IIL,(IIaa> +II fPa (x)- fPa (x/a) 1/L.crra> 

and by Theorem 8, Sec. 1.8, Chap. II, 

II DaFa(x) - fPa(x/a) IIL,(II ) 
a a 

= IJ-111 Daf.(xla)- fPa (x/a) II -<II ( 1--111 ) Daf (x/a) II a a L,(IIaal a a L,(ITaa> 
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it follows that 

JljDcx; Fa( X)- (jlcx;(X) /IL1(Ilal 

<;anf2 ( 1---k-) II Dal 1/L.(ITal + anf~e + /1 (jlcx;(X)- CVa(x/a) IIL1 (ITa)· 
•• a 

Therefore for any a, 0<;1 a j<;k, 

ll Dal(x)- Da F a(x) IIL.(IIa>< II Dal- (jlcx; !IL.(IIa) +II D~ Fa- (jla I!L.ma> 

~e(1 +anf2)+anf2 ( 1- )al) IIDafi!L.ma>+ll (jla(x)-cpa(x/a) lk.ma>· 

The function (jla(x) E C(fla), which means that II (jla(x)-cpa(x/a) IIL.(lla)-+ 
-+ 0 as a-+ 1. Therefore a a= a0 > 1 can be found such that for 
all ~a, O~j a I ~k, II Dal(x) -DaFa0(x) IIL,<IIa><3e. Consequently, 

II f-Fao lln'\n ,<;Ce. 
a 

Take now the averaging function (Fa0h(x) for the function 
Fa0(x)EHk(Daa0 ). By Property 3, /I(Fa0)h-Faolisllm l-+0 as h-+0, 

thereby implying that a number h = h0 can be f~und such that 
II (Faoh~-Fa'o llnk(II ,<;e. The function (Faoho (x) E ceo (Da) and 

a 

II (Faoho- I llsk(Ila) <II (Fao)ho- F ao lln'\rra) 

+IIFao-lllsk(rr ,<;(C+1)e. I 
a 

2. On Extension of Functions. Suppose that a function l(x) is 
defined in a region Q and the region Q' contains Q. A function F(x) 
defined in Q' and coinciding with l(x) in Q is called extension of 
f(x) into Q'. Note first that every function l(x) has an extension. 
For example, F(x) can be taken as zero in Q' ""'Q. When l(x) E 
E L 2 (Q), we already used such an extension above. However, if 
f(x) is a smooth function in Q, for example, IE Hk(Q) (or f E 
E Ck(Q)) for some k > 1, then it is natural to seek its extension 
F(x) in the class of functions that are as much smooth in Q': be
longing to Hk(Q') (or to Ck(Q')). We shall demonstrate that under 
definite conditions on the boundary of Q such extensions are possible. 

Suppose first that Q' is the cube Ka with side 2a > 0, Ka = 
={I Yi I< a, i = 1, ... , n} (independent variables here will be 
denoted by y1 , ••• , Yn) and Q -is the parallelepiped K~ = K a n 
f1 {Yn > 0}. The extension Z(y) of a function z(y) E Ck(K~) into 
K-;. = Ka n {Yn < 0} is defined as follows: 

k+i 

Z(y) = 2j A;z(y', - Ynli), (6) 
i=1 
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where y' = (y1 , ••. , Yn-1) and A 1 , .•• , Ak+1 is the solution of the 
linear algebraic system of equations 

h+t 
2j (-1/i)5 A;=1, S=0, . .. , k. (7} 

i=1 

Note that when y E K~. the points (y', - Ynli) in (6) lie in K~ for 
all i = 1, ... , k + 1. The determinant (Vandermonde's determin
ant) of the system (7) does not vanish, therefore the system (7) 
has a unique solution A1 , ••. , Ah+t· 

For any y0 = (y0 '' 0) E Ka n {Yn = 0}, the function Z(y) is 
taken equal to lim z(y). Thus the function Z(y) is defined on 

y .... y• 
yEK~ 

entire Ka. Since z(y) E Ck(K~), by (6) Z(y) E Ck(K~). We shall 
first show that Z(y) E C(Ka). 

Passing to the limit in (6) as y ~ y0 , y E K~, and taking into 
account (7), we have 

k+t k+1 

lim Z(y) = 2j A; lim z(y) = ~ A ;Z (y0) = Z(yo), 
y-.yo i=1 y-.yo i=1 
YEK~ y<=K~ 

which means that Z(y) E C(Ka)· 
For any vector a = (a1, ..• , an), I a I~ k, with integer com

ponents, by (6) we have, for y E K~, 
h+t 

Da'Z(y)= ~ A;(-1/it'nDaz(y', -yn/i). (8) 
i=1 

Letting y ~ y0 , y E K~. in (8), we obtain 

· lim DaZ(y) =lim Da.Z(y) 
y-.yo y-.yo 

yEK~ YEK~ 

for all possible a such that I a I = 1. Then at the points in the plane 
Ka n {Yn = 0} all the first derivatives of Z(y) exist, and they coin
cide with corresponding limiting values. Therefore Z(y) E C1 (Ka). 
Repeating these arguments and using (7), we find that Z (y) E 
E cz(Ka) for all l ~ k. 

For any a, I a I ~ k, the relation (8) yields, for all y E K;., 
h+i k+t 

I DaZ(y) 12 <: ~ Af . 2~ • ~ I Daz(y', - Ynli) 12 

' n i=1 i=1 
h+t 

=Co~ I Daz(y', - Ynli) j2 • 

i=1 



Integration with respect to y E K~ gives 
k+1 

) I Daz 12 dy<Co ~ ~ I Daz (y', -yn/i) 12 dy 
K~ i=1 K~ 

k+i 

=C0 ~ i ~ 1Daz(y)!2 dy<C' j JDaz(y)l 2 dy. 
i=i x~n<Yn<afi) K~ 

Since Z(y) = z(y) when y E K~, it follows that 

~ I DaZ(y) 12 dy = I I DaZ(y) 12 dy + J I DaZ(y) 12 dy 
Ka K~ K~ 

. ~C" j I Daz(y) J2 dy .. 

K~ 

Summing these inequalities over all a, I a I ~ k, we obtain the 
inequality 

(9)· 

where the constant C1 > 0 does not depend on the function z(y). 
Thus an extension Z(y) E Ck(Ka) has been obtained for the func

tion z(y) E Ck(.Kiz) and for this extension inequality (9) holds. 
Suppose now that the function z(y) E Hk(K~). By Property 6 of 

the previous subsection, there is a sequence z8 (y), s = 1, 2, ... , of 
functions in Ck(K~) converging to z(y) in the norm Hk(K~): 
II Z 8 - z IIHk<d>-+ 0 as s-+ oo. Denote by Zs (y) the extension of 

Zs(Y) into Ka obtained in abovementioned manner, Z 8(y) E Ck(Ka). 
From (9) follows the inequality II Zs- Zp IIHk(Ka) ~ cl II Zs-Zp IIHk(K;i:)' 
which shows that the sequence of functions Z 8 , s = 1, 2, ... , is 
fundamental in the norm Hk(Ka)· This means that there is a func
tion Z(y) E Hk(Ka) to which this sequence conYerges in the norm 
Hk(Ka)· Since Z(y) = z(y) for y E K~, the function Z(y) is an 
extension into Ka of the function z(y). The function Z(y) clearly 
sa tisf1es inequality (9). 

Thus the following result has been established. 
Lemma 1. For any function z(y) E Hk(K~) (Ck(K~)) there is an 

extension Z(y) E Hk(Ka) (Ck(Ka)), and inequality (9) holds. 
Note that since equalities (6) hold for Z 8(y), s = 1, 2, ... , and 

Z 8 -+ z in Hk(K~) and z .. -+ Z in Hk(K;), it follows that this equal
ity also holds for Z(y). 

Lemma 2. Suppose that the function f(x) E Hk(Q) (or Ck(Q)) 
and for any point ~ E a Q there is a function F;(x) defined in the ball 
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Sr(£) ={I x- ; I< r} oj radius r = r(;) > 0 such that F;(x) = 
= f(x) for X E Q n Sr(£) and F,(x) E Hk(Sr(S)) (Ck(Sr(£))) (the 
junction F~(x) will be referred to as the extension of f(x) into the ball 
Sr(£)). Suppose further that inequality 

1: Fr. 11Hk(Sr<w-<C211 f llHk(Q)' (10) 

v:here the constant C 2 does not depend on f(x), holds. 
Then for any p > 0 there is an extension F(x) into the region QP* 

<Jf the function f(x) having the properties: F(x) E Hk(QP) (Ck(QP)), 
F(x) = 0 outside QP12 , there is a constant C 3 > 0 depending only on 
Q and the number p such that 

II F llHk(QP)~Call f IIHk(Q)" (11) 

Proof. According to the hypothesis, for any point £ E Q there 
~xists a ball S7 (;), r = r(;), in which either the function f (x) E 
E Hk(S 7 (;)) (Ck(§r (S))) itself is defined if £ E Q or else its exten
sion of the same class. Assume that r(£) < p. The aggregate of 
balls S 7 ; 3 (£) for all possible ; E Q covers the set Q; accordingly 
{recall that the region Q is bounded), from thi~ cover a finite sub
~over S 7 ,;a(x1), ••• , SrN;3(xN), where ri = r(xt), can be chosen. 

Let the function Si(x) E Coo(~n), Si(x) = 1 in S r1ta(x;) and 
ei(x) = 0 outside the ball s T·/2(x\), i = 1, ... , N. We denote by 

l 

ai(x) the function 1 - Si(x), i = 1, ... , N, and construct the 
functions 

1'1(x) = 81(x), "1'2(x) = a 1(x) 82(x), ... , 

"r'i(x) = a 1(x) ... ai_1(x) Si(x), i<: N. 

It is clear that yj(x) E Coo(Rn), 

"r'i(x) = 0 in U Sr .fa(xj) (12) 
J<i J 

and 
(13) 

Further, 

y1 (x) + ... +'Vi (x) = (1-a1 (x)) +a1 (x) (1-a2 (x)) 

+ ... +ai (x) ... ai-t (x) (1-ai (x)) = 1-a1 (x) ... a; (x), 

therefore 
"r't (x) + ... + '\'i (x) = 1 (14) 

for xE U S 7 .;3 (xJ), and, in particular, for xESr.;a (xi). 
J<:;i J ' 

* QP is the union over all x 0 E Q of the halls {I x - x 0 I < p }. 
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We defme functions /i (.li), i = 1, ... , N, for all x ERn in the 
following manner: in Sr. (x') the function / 1 (x) coincides with either 

l . • 

f (x) or its extension Fxi (x) into Sr. (x'), outside Sr. (x') the func-
' I 

tion /1 (x) = f (x) if x E Q or / 1 (x) = 0 if x Ef Q. 
By (13) and Properties 2 and 4 of the preceding subsection, the 

function "Vi (x) fi (x) E Hk (QP) (Ck (t)P)). Therefore the function 

N 

F (x) = 2j /1 (x) "Vi (x) (15) 
i=1 

belongs to Hk (QP) (Ck (QP)). 
Let x be a point of Q and Sr1; 3 (x1) the first hall of the chosen finite 

subcover containing this point. As f 1 (x) = f (x) for all i = 1, ... , N 
l 

and by (12) "Vi (x) f (x) = 0 when i > l, so F (x) = ~ "Vi (x) f (x) = 
i=1 

= f (x) in view of (14). This means that the function F (x) given 
by (15) is an extension off (x). The relation F (x) = 0 outside QP12 

is a consequence of (13) and (15), because r 1 < p, i = 1, ... , N. 
Inequality (11) readily follows from (10) and (15). I 

Theorem 1 (on extension). Let Q and Q' be bounded regions, Q ~ 
~ Q', and 8Q E Ck. Then any function f (x) E Hk (Q) (Ck (Q)) has an 

extension F (x) EHk (Q') (Ck (Q')) into Q' with compact support. 
Moreover, 

(16) 

where the constant C > 0 depends only on Q and Q'. 
Proof. Take an arbitrary point s E 8Q. In some neighbourhood Ua 

of this point the equation of 8Q can be expressed (if necessary, by 
redesignating the variables) in the form Xn = <p (x1, ... , Xn _1) 

with <p (xl, ... , Xn-1) E ck (D), where (n- 1)-dimensional region 
D is the projection of 8Q n Ua onto the plane Xn = 0. It is assumed 
that Xn > <p in Q n Ua. The change of variables 

y;=x1-£1, i=1, •.. ,n-1, Yn=Xn-<p(x1 , ·v•Xn-1) (17) 

maps Ua one-to-one onto some neighbourhood Q of the origin which is 
expressed in terms of the variables y1 , ••• , Yn· Let Ka be the cube 
{I y1 I< a, i = 1, ... , n} lying in Q and V~ its original under the 
transformation (17). The image of Q n Vi, is then the parallelepiped 
K~ = Ka n {Yn > 0} and the function I (x) defined in Q n Vi, be
comes the function z (y) = f (Y1 + s1, ... , Yn-1 + Sn-1• Yn + 
+ <p (yl + St, · · ., Yn-1 + Sn-1)) belonging to Hk (K~) (Ck (1(~)), 
by Property 5 of the preceding subsection. 

9-0594 



130 PARTIAL DIFFERENTIAL EQUATIONS 

By Lemma 1, there is an extension Z (y) of z (y) into the cube Ka. 
By the inverse transformation of (17) 

Xi=Yi+Si> i=1, ... , n-1, Xn=Yn+<p(yt+St, •.. , Yn-t+Sn-t) 

this extension generates extension F~ (x) of f (x) from Q n Vi into 
Vi, and, more so, into the ball Sr (s), contained in Vi, of radius r = 
= r (s) > 0 with centre at the point £. :Moreover (see Property 5. 
Subsec. 1), 

II F ~ 1/Hk<Sr<m-< II F siiHk<Ui>-< c 311 z IIHk(Ka)' 

II z IIHk<x+ >-< C~oll f IIHk<u~ nQ>-< C~o II f IIHk<Q>' a ~ 

where the constants C 3 and C,. depend only on the function <p (x1 , 

... , Xn_1) from (17) and its derivatives up to order k. These ine
qualities and (9) imply (10). The conclusion of the theorem now fol
lows from Lemma 2 if p is taken less than the distance between the 
boundaries 8Q and 8Q' of Q and Q'. I 

Remark. The extension F (x) into Q' of the function f (x) belong
ing to Hk (Q), obtained in the above proof, satisfies not only the 
inequality (16) but also the inequalities 

II F IIH"(Q')-<: C !If IIHs(Q) 
for all s ~ k. 

So far the functions were extended from a given region into some 
wider region. In the sequel we shall have to use the smooth extension 
of a function from the boundary. 

Suppose that a continuous function f (x) is defined on the bound-
ary 8Q of the region Q. A function F (x) continuous in Q is called 
extension into Q of the function f (x) if for all x E 8Q F(x) = f (x). 
The following result holds. 

Theorem 2. If the boundary 8Q E Ck for some k > 1, then any 
function f (x) E c~t (8Q) has an extension F (x) into Q which belongs 
to Ck ( Q). Moreover, 

II F llck(Q>-< C II f lick(aQ>' 
where the constant C > 0 does not depend on f. 

Proof. Since 8Q E Ck, for any point s E 8Q there is a number p = 
= p (s) > 0 such that a portion of the boundary 8Q n Sp (s) 
(Sp (s) denotes the ball with radius p and centre at the point s) is 
uniquely projected into a region D 6 in some coordinate plane, the 
plane Xn = 0, say, (it can be always achieved by redesignating the 
variables) and let the equation of the surface 8Q n Sp (s) have the 
form Xn = <p (x'), x' E D6, where <p (x') E ck (D-s)· 

Choose a sufficiently small number r = r (s} > 0 so that the 
(n-1)-dimensional ball {I x'- s' I< r} ~ D~. Then the function 
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F~ (x) = f (x', qJ (x')) (independent of Xn) of n variables is defined 
on the closed ball S 7 (£),belongs to ell. (Sr (£)) and coincides with f 
on aQ n Sr (£). Moreover II Fdci!.(Sr(s))<e (£)II f llcl!.(iJQ)' where the 
constant e (£) does not depend on f. 

The set of balls S713 (£) covers the boundary oQ for all £ E oQ. 
From this set we choose a finite c~ver of the boundary Sr,/3 (x1), ••• 

• . . , SrN/3 (xN), where r1 = r (x')~ 
For any i = 1, ... , N, we define the function f 1 (x) as follows: 

in the ball Sr. (xi) take it equal to Fxi (x), outside Sr. (xi) take it 
' ' equal to zero if X~ oQ and equal to f (x) if X E oQ. Then for all i = 

= 1, ... , N the functions f; (x) y; (x), where y 1 (x) is the function 
constructed in the proof of Lemma 2, belong to e11. (Rn), and hence 
to e11. (Q). Hence the function 

N 

F (x) = ~ y1 (x) f 1 (x) 
i=1 

also belongs to ell. (Q). 
Take an arbitrary x E oQ and assume that Sr113 (x1) is the first 

ball of the selected finite cover of the boundary containing this 
point. Since for all i = 1, ... , N f 1 (x) = f (x), relations (12) and 

l 

(14) imply that F (x) = 21 'Vi (x) f (x) = f (x). Thus the function 
i=1 

F (x) belonging to ell. (Q) is an extension of f (x). The desired esti
mate is a consequence of corresponding inequalities for the functions 
Fxi (x). I 

3. Denseness of Coo (q) in HI!. ( Q). Spaces HI!.( Q). Let the boundary 
oQ of Q belong to the class ell.. 

Theorem 3. The set of functions eoo(Q) (and hence e11.(Q)) is every
where dense in the space HI!. (Q). 

Proof. Consider any region Q' for which Q is strictly interior, 
Q ~ Q'. Let f (x) be any function belonging to HI!. (Q). By Theorem 1 
of the preceding subsection, there is an extension F (x) belonging to 
HI!. (Q') off (x) from Q into Q'. By Property 3 (Subsec. 1), -

il F h- f IIHI!.(Q) = II F h- F l1H11.(Q) - 0 as h- 0, 

where Fh (x) is the averaging function for F (x). Since Fh (x) E 
E Coo (Q), the conclusion of the theorem follows. 

The set Cl!. (Q) is a linear manifold in HI!. (Q). From Theorem 3 it 
follows that if the boundary oQ E C11 ' then the closure of the set 
Ck (Q) in the norm HI!. (Q) coincides with HI!. (Q). 

Let S be an (n - i)-dimensional surface lying in Q. The subset 

c~ (Q) of functions belonging to ell. (Q) that vanish on the intersec-
9• 
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tion of Q with some neighbourhood of S (every function has its own 
neighbourhood) is also a linear manifold in H" (Q). The closure of 

C~ ({j) in the norm of Hk (Q) is a subspace of H" (Q); this will be de-
"k noted by Hs (Q). 

0 k 0 k When S = 8Q, the subspace HaQ (Q) will be denoted by H (Q) 

(the norm in ifk (Q) is the norm of Hk (Q)). Theorem 6, Sec. 2.3, 

implies that for k = 0 the subspace fik (Q) = ifo (Q) coincides with 
the space H 0 (Q) = L 2 (Q). In Subsec. 1 of the next section it will 

be shown that fik (Q) does not coincide with H" (Q) when k > 1. 
If the region Q is contained in Q', Q c Q', then any function 

f (x) in ck (Q) extended as being equal to zero in Q' ""- Q belongs to 

Ck (Q'). Therefore from the definition of ifk it follows that the func

tion f (x) belonging to fik (Q) and extended as being equal to zero 

into Q' "'- Q belongs to fik (~'). 
4. Separability of Space H (Q). It is assumed that the boundary 

iJQ of Q belongs to the class ck. 
Theorem 4. The space Hk (Q) is separable. 
Proof. Consider first the cube K = {I xi I < n, i = 1, ... , n }. 

The countable system of functions (2ntnf2ei(m, x), where m = 

= (m1, ••• , mn), mi = 0, +1, +2, ... , i = 1, ... , n, (m, x) = 
= m1x1 + ... + mnXn, is orthonormal in L 2 (K). Any function 
f (x) E L 2 (K) has a Fourier series expansion 

00 

1 "" f ei(m, x) = 1 "" ")1 f ei(m, X) 
(2:n:)n/2 LJ m (2:rt)n/2 LJ ~ m ' 

m s=O s~lml<s+i 

(18) 

(f (x) ei(m, x)) 
where fm = ' 12 L 2(K) are Fourier coefficients of f (x) and 

(2:rt)n 

I m 12 = mi + ... + m~. 
Let f (x) E C"" (K). First note that for all m 

I fm 1-< (2;c)n12 ll f llc(K) =Co. 
Put m' = (m1, ... , mn-1). x' = (x1, ... , Xn-t), 
i=1, ... ,n--1}cRn-t· If mn=/=0, then 

1 j' f = f (x) ei(m, x) dx 
m (2:rt)n/2 

K ~ 

(19) 

K' = {I xi[< n, 

= 1 r ei(m',x')dx' ( r f(x' X )eixnmndX ) 
(2n)n/2 J J ' n n 

K' -~ 

= 1 ( - ___ 1_ )p r 8Pf (x) ei(m, x) dx 
(2n)n/2 lmn ~ ax~ 
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for any natural p, whence it follows that I fm I< (Z:n:)n;~~~~~cPcR> 
accordingly, by (19), 

II I llcP(K) 2P (2:n:)n/Z c~ 
lfml< (i+lmni)P = (1+1mni)P 

for any natural p. 
Apart from this inequality, the inequalities 

C' 

lfml< (1+l~if)P • - i=1, ... , n-1, 

also hold, and therefore also the inequalities 
C' 

lfmJ<C~m~nC1+J1mii)P}= (1+m_axl~ii)P" (20) 
' 

Since m~x I mi I~ v; I mI. from (20) there follow the inequalities 

c~ Cp 
I fm I< ( 1 )P < (1+1 m I)P 

1+Vn!ml 1 

(21) 

true for all m and any natural p. Take p = n + 2. The number of 
terms in the summation ~ f mei(m, x), which is equal to the 

s,;jmJ<s+1 
number of points m with integer coordinates in the annular region 
s ~ I m I < s + 1, does not exceed the number of such points in 
the cube with side 2 (s + 1), that is, does not exceed (2s + 1))n. 
Therefore 

I ~ f ei(m, x) 1./ ~ If I~ cn+22n (1+s)n Cn+zzn 
Ll m ~ LJ m '"""' (1 +s)n+2 (1 +s)2 ' 

s,;Jml<s+1 s,;)m)<s+i 

which means that the series (18) converges uniformly in K. 
Taking p = n + 3, we find that for any r, 1 ~ r ~ n, 

I ~ . j i(m, x) I~ Cn+32n (1 +s)n+l - Cn+s2n 
Ll lmr me -..:::: (1+s)n+3 - (1+s)2 • 

s~lmi<s+l 

Therefore the series obtained from (18) by termwise differentiation 
with respect to Xr, r = 1, ... , n, converges uniformly inK. It can 
be similarly shown that the series obtained from (18) by termwise 
differentiation l times, l = 2, 3, ... , converge uniformly in K. 

Denote the sum of (18) by g (x): 

g (x) = (2:n:~n/2 ~ fmei(m, x). 
m 
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We have shown that g (x) E C"" (K). This means that also the 
function q> (x) = g (x) - f (x) E C"" (K). Let us show that q> (x) = 
= 0 inK. 

( 
ei(m, x) 

Since g (x), 12 (2n)n 
) =fm, for all m 

L 2(K) 

J q> (x) ei(m, x) dx = 0. 
K 

Having fixed an arbitrary m' = (m1 , ••. , mn _1), we write this 
equality in the form 

:rt I eimnxn [ J q> (x'' Xn) ei(m'. x') dx' J dxn = 0. 
-:rt K' 

Since the function lllm' (xn) = J q> (x'' Xn) ei(m'' x') dx'' which is 
K' 

infinitely differentiable with respect to Xn, I Xn I ~ :rt, is orthogonal 
in the space with the scalar product, L 2 (-:rt, :rt}, to the functions 
eimnxn for all mn = 0, +1, +2, ... , it follows that for any m' 
'Pm' (xn) = 0 for all Xn, I Xn I ~ :rt. Let m" = (m1, ... , mn _2), 
x" = (xl, ... , Xn-2), K" = K' n {xn-1 = 0}. For any fixed m", 
any Xn, I Xn I~ :rt, and all mn_1 = 0, +1, ... , we have 

0 = I q> (x', Xn) ei(m' • x') dx' 
K' 

which- implies 

:rt 

r · d r < , > ·< .. "> d , = J etxn-tmn-1 Xn-1 J qJ X , Xn-1, Xn et x ' m X , 
-:rt K" 

J q> (x", Xn-1• Xn) ei(m", xn) dx" = 0 
K" 

for any Xn-1, Xn, I Xn-1 I ~ :rt, I Xn I~ :rt and all m". Continuing in 
this manner, we find that q> (x) = 0 in K. 

Thus it has been established that any function f (x) E C"" (K) 
has series expansion (18) that converges uniformly together with 
derivatives of any order in K. Evidently, this holds for any cube 
Ka = {I xi I< a, i = 1, ... , n}. 

We now turn to the proof of the theorem. Take a number a> 0 so 
large that Q ~ Ka. By Theorem 1, Subsec. 2, any function f (x) E 
E Hk (Q) has extension F (x) E Hk (Ka) with compact support in 
Ka. Any such function F (x) can be approximated, according to 
Property 3, Subsec. 1, in the norm of Hk(Ka) by averaging functions 
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F h (x), which are infinitely differentiable and for sufficiently small h 
have compact supports in Ka. 

As shown above, every function F h (x) (for sufficiently small h) 
can be approximated uniformly in Ka together with all the deriva
tives (and therefore also in the norm of Hk (Ka)) by partial sums of 
its Fourier series. Consequently, any function F h (x) can be approx
imated in the norm of Hk (Q) by a linear combination of the system 

.:rr 

e' a (m, x) with coefficients whose real and imaginary parts are ratio
nal numbers. Thus we have constructed a countable set which is 
.everywhere dense in Hk (Q). I 

§ 5. PROPERTIES OF FUNCTIONS BELONGING 
0 

TO H 1 (Q) AND H 1 (Q) 

1. Trace of Functions. Let Q be a region in Rn and S a smooth 
(n - i)-dimensional surface lying in Q. If in Q there is given a func
tion f (x) defined at every point (that is, if the equality of functions 
is understood as the equality of their values at every point), then 
we can consider the value of this function on S. That is, we can con
sider the function f ixes defined at every point of S whose values for 
all x E S coincide with the value off (x). If we consider a function 
defined a.e. in Q (that is, functions are considered equal if they coin
cide a.e.), then the value off on a fixed surface S is determined not 
uniquely: since mes S = 0, the function can assume any value. 
Nevertheless, one can speak, in a definite sense, of values on 
(n - i)-dimensional surfaces of an almost everywhere defined func
tion as well. 

For the sake of simplicity, assume that the surface S = S (xn) is 
the intersection of a region Q with the plane Xn = const. Then, 
according to Fubini's theorem*, for almost all Xn.the function f 
has the value f ixES(xn) on S (xn) which is defined ·almost every
where on S (naturally, the equality of functions of (n- i) variables 
is understood as equality of their values a.e. in the sense of (n- i)
dimensional measure). Moreover, it is apparent that for almost all 
.Xn the value on S (xn) of a function continuous in Q is a continuous 
function on S (xn), whereas for almost all Xn the value on S (xn) of 
a function belonging to L 2 (Q) belongs to L 2 (S (xn)). 

In the investigation of solutions of differential equations, condi
tions are often prescribed which must be satisfied by the solution on 
some fixed (n - i)-dimensional surface, for instance, on 8Q (the 
boundary conditions). Therefore we must generalize the meaning 

* More precisely, according to Lemma 4, Sec. 1.11, Chap. II. 
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of the value on an (n - i)-dimensional surface S of an a.e. defined 
function-the idea of the trace of a function on S. For an a.e. defmed 
function satisfying some smoothness conditions this idea can be 
introduced uniquely. In particular, this is easily presented for a 
continuous function in iJ 

By the trace f Is of a function f E C (Q) on an (n - i)-dimensional 
surface S we mean the value on this surface of a function defined at 
every point and continuous in Q that coincides with f almost every
where (that is, by the trace on S of a continuous function is meant 
its value extended uniquely with respect to continuity on S). As 
usual, here the equality of functions defined on S is understood as 
a.e. equality in the sense of (n - i)-dimensional measure. 

The notion of the trace of a function on S can also be introduced 
for functions belonging to certain spaces with integral norms; in 
particular, for functions in spaces Hk (Q) with k ::;;> 1. Since for 
k ::;;> i all Hk (Q) are contained in H 1 (Q), it is enough to introduce 
this notion for functions belonging to H 1 (Q). 

LetS be a surface of class C1 (see Chap. I, Introduction) lying in 
Q, and let S 1 be its simple piece that is projected uniquely onto a 
region D in the plane {xn = 0} and having the equation 

Xn = cp (x'), where x' = (x1, ••• , Xn_1), cp (x') E C1 (D). 

The region Q is bounded, therefore it can be assumed enclosed in 
a cube {0 <xi< a, i = i, ... , n} for some a> 0. Suppose first 

that f (x) belongs to C1 (Q), and equate it to zero outside Q. Accord
ing to Newton-Leibnitz formula 

({l(x') 

f(x)lsr=f(x', cp(x'))= r 8f(x', sn) ds J 8£n n• 
0 

which, on applying Bunyakovskii's inequality, yields 

({l(x') a 

lfls~l2-<cp(x') ) / 8/(;~·nsn) /2dsn-<a J I af{;~·n£n) j2dsn· 
0 0 

Multiplying this inequality by Vi + cp~1 + ... + cp;n_1 and 
integrating over D, we obtain 

II f lli.<sl) = J If ls1l2 dS t -<C2!1 f llff•<Ql• (i) 
81 

where the constant C > 0 does not depend on the function f. 
Since the surface S can be covered by a finite number of simple 

pieces, pieces of type S 1 (that possibly project onto other coordinate 
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planes), we find, summing the respective inequalities (1), that 

II I I!L,(S)-< c II I IIHl(Q)' (2) 

where the constant C > 0 does not depend on the function f. 
The inequality (2) also holds for any function f (x) E C1 (Q). To· 

show this, it suffices to use Theorem 1, Sec. 4.2, on extension (assum
ing, of course, oQ E C1) and inequality (2) for a function belong
ing to C1 and having compact support. 

Suppose now that f E H 1 (Q). From Theorem 3, Sec. 4.3, it 
follows that there is a sequence of functions /p (x), p = 1, 2, ... , 
in C1 (Q) which converges to f in the norm of H 1 (Q). For the
function /p - /q inequality (2) assumes the form 

II /p- /q lk,<s>-<C II /p- /q IIHl(Q)· (3} 

Since II /p - /q IIH•(Q)-+ 0 as p, q-+ oo, it follows that also 
II /p - /q IIL,(S)-+ 0 asp, q-+ oo. This means that the sequence of 
traces /pIs of functions /p on S is fundamental in L 2 (S). Since 
L 2 (S) is complete, there is a function fs (x) E L 2 (S) to which the· 
sequence of traces/pIs converges asp-+ oo. Passing to the limit, 
as p-+ oo, in (3), we obtain 

II /q- Is IIL,(S)-<C II /q- f IJHl(Q)· (4} 

Let us show that the function fs (x) does not depend on the choice
of the sequence fk (x), k = 1, 2, ... , which approximates f (x) in 
the norm of H 1 (Q). Indeed, let fk (x), k = 1, 2, ... , be another 
sequence of functions in C1 (Q} for which II f - fk IIH'<Q>-+ 0 as 
k-+ oo, and let f s (x) be the limit in the norm of L 2 (S) of the se
quence fk Is , k = 1, 2, .... Then 

II f s- fs IIL.<s>-< II f s-f q lk.<s> + II f q -fq 1/L.<s> + IJfq -fs lk.<s> 

-<C ( Jl /- /q 1/Hl(Q) +II /q -fq IIHl(Q) + llfq-fs IIHl(Q))~ 
by the inequalities (3) and (4). Since, when q-+ oo, the right-hand 
side of the last inequality tends to zero, we have Is = fs. 

The function fs (x) (as an element of L 2 (S)) will be called the 
trace of the function f (x) E H 1 (Q) on the surface S and will be denoted 
by f Is (II f Is IIL.<S> will be denoted by II f IIL,(S))· 

Thus the trace of a function is defined for any element f E H 1 (Q). 
We now show that the notion of the trace is, in fact, a generaliza

tion of the notion of the value of a function on an (n-1)-dimension
al surface. Assume for the sake of simplicity that S = S (xn) is 
the intersection of the region Q with the plane Xn = const, and that 
the function f E H 1 (Q). Consider a sequence of functions fm (x), m = 

= 1, 2, ... , in C1 (Q) which converges to f in the norm of H1 (Q). 
By definition, the trace f ls<xn> for each Xn is the limit in L 2 (S (.r n)} 
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{)f the sequence of functions fml S(x l· Since the sequence fm, m = 
n 

= i, 2, ... , converges in L 2 (Q) to f, a subsequence fmk' k = i, ... , 
can be chosen, in view of Remark to Theorem i, Sec. 2.i, that con
verges to f a.e. in Q. This means that for almost all Xn the sequence 
fmk ls<xnl' k = i, 2, ... , converges to the value of f on S (xn) 
almost everywhere in the sense of (n - i)-dimensional measure. 
Consequently, the trace and value off on S (xn) coincide for almost 
all Xn. 

Thus we have the notions of the trace on S of a function continuous 

in Q and that of a function belonging to H 1 (Q). It is claimed that if 
.a function f belongs to C (Q) and to H 1 (Q}, then its trace as the trace 
{)f a function in C (Q) (denoted by f Is) and that of a function in 
H 1 (Q) (denoted by f Is) coincide. In fact, the function f can be extend
·ed, by Theorem i, Sec. 4.2, into Q', Q ~ Q', in such a way that 
its extension F will belong to C (Q1 ) and to H 1 (Q'). Consider the 
averaging functions Fh (x) for the function F. Since Fh-+ F ash-+ 

--+ 0 in both the norms of C (Q) (see Sec. 1.i) and H 1 (Q) (see Sec. 4.i, 
Property 3), we find that, ash-+ 0, Fh(x) Is-+ f Is in the norm of 
C (S) and F h (x) Is-+ f Is in the norm of L 2 (S); accordingly, 
tIs= f Is· 

The trace f Is of a function f (x) E H~ (Q) (the definition of this 
space is given in Sec. 4.3) is zero, since the function f Is is the limit 
in the norm of L 2 (S) of functions vanishing on S (of traces on S of 

functions in C~ (Q)). In particular, the trace f laQ of a function 

j (x) E H1 (Q) is zero. By the way, this establishes the assertion of 

Subsec. 3 of. the preceding section which states that Hk (Q) =I= Jik (Q) 
fork::;:? i: the function equal to i belonging to any Hk (Q), k::;:? i, is 

continuous in Q, therefore its trace on oQ is i; hence this function 

does not belong to ifk (Q) for any k ::;:? 1. 
The trace f Is of a function f E H 1 (Q) satisfies the inequality (2). 

To establish this, it is enough to pass to the limit, asp-+ oo, in the 
inequality (2) written for the functions fp (x) (fp (x) E C1 (Q), II fp
- f II Hl (Ql -+ 0 as p -+ oo) . 
. ·It was assumed so far that the boundary oQ E C1 • However, when 
S ~ Q, for the definition of the trace on S of a function and the 
proof of inequality (2) this restriction can be done away with. In
deed, in this case there is a region Q' ~ Q such that oQ' E C1 and 
SEQ'. 

Thus we have proved the follo:wing theorem. 
Theorem 1. Suppose that a.n (n - i)-dimensional surface S of class 

C 1 either belongs to Q', Q' ~ Q, or instead S c: Q and,. in addition, 
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iJQ E C1 . Then any function f (x) E H1 (Q) has on this surface the trace 
j Is belonging to L 2 (S), and the inequality (2) holds. 

Let f (x) E HR. (Q), k > 1. Since any generalized derivative Da.f 
of order I a I < k belongs to H 1 (Q), this derivative has, by Theo
rem 1, the trace Da.f Is belonging to L 2 (S) on any (n- 1) - dimen
sional surfaceS of class C1• Moreover, the inequalities 

1/ Da.f lbcs><C II fiiHia.l+1cQ><C II f IIHR.<Q> (5) 

hold with constant C > 0 independent of the function f. 
2. The Formula of Integration by Parts. Let the functions f (x) 

and g (x) belong to H 1 (Q) and oQ E C1 . Then for any i = 1, ... , n 
the formula of integration by parts holds: 

.\ fxig dx = J fgni dS- J fgxi dx, (6) 
Q aQ Q 

where ni = cos (n, xi) is cosine of the angle between outward normal 
n to the surface oQ and the xi-axis, and the functions f and g pres
ent under the integral sign over oQ are traces of functions f and g 
on oQ. Thus, so far as the applicability of formula (6) is concerned, 
functions belonging to H 1 (Q) behave just like functions in C1 (Q). 

To prove (6), consider (Theorem 3, Sec. 4.3) the sequences fp (x) 
and gP (x), p = 1, 2, ... , of functions in C1 (Q) which converge, 
respectively, to the functions f (x) and g (x) in the norm of H 1 (Q). 
Formula (6) holds for functions /p and gp: 

J fpxigq dx = J f pgqni dS- ~ f pgqxi dx. 
Q CiQ Q 

Letting here p-+ oo and q-+ oo (and noting that II /p- f II L,(CIQ)-+ 

--+ 0, II gq - g II L,(CIQ)-+ 0), the relation (6) follows. 
It readily follows from (6) that if g E H 1 (Q) and the components 

fi (x), i = 1, ... , n, of a vector f (x), f (x) = (ft (x), ... , fn (x)), 
belong to H 1 (Q), then the relation 

.\ gdivfdx= J g(f·n)dS- J f-Vgdx (7) 
Q CIQ Q 

holds. 
3. Properties of Traces of Functions Belonging to H 1 ( Q ). A Crite-

rion for Membership of the Subspace H1 (Q). Let f 0 b~ a sufficiently 
small (that is, contained in a ball of sufficiently small radius _r0 ) 

simple piece of a surface of class C1 lying in Q, and let r 0 be uniquely 
projected into a region D in the coordinate plane {xn = 0}, Xn = 

= cp (x'), x' ED, cp (x') E C1 (D), is the equation of.f0 • , 

Let f 0 denote the. surface { x' E D, Xn = cp (x') + 6} and Qo the 
region {x' ED, cp (x') < Xn < cp (x') + 6} when 6 > 0 or the re-
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gion {x' ED, cp (x') + 6 < Xn < cp (x')} when 8 < 0. Note that for
sufficiently small I 8 I (and sufficiently small r0 ) at least one of the
regions Q+ 1 t'l 1 or Q_ 161 is contained in Q. 

Let x E Q6 c Q. Then for any function f E C1 (Q) we have 

(l)(X')+t'l 

f (x', {jl (x') + {j)- j (x', {jl (x')) = r af (~~,nXn) dXn, 

~(x') 

whence it follows that 
Ql(x')+ll 

If (x'' Cjl (x') + 6)- f (x'' Cjl (x')) 12-<;: I~'~ r I at (~:·nXn) r dxn I· 
Ql(x') 

Multiplication of this inequality by V 1 + cpx~ + ... + cp;n-i and 
integration over D yield 

II f (x6)- f (x0) IIL,(ro)-< c vm II f IIH1(Qc5), (8) 

where x0 =(x', cp(x'))Er0 , x6 =x6 (x0)=(x', cp(x')+l>)Er6 , and 

C2 =max V 1 + Cjl~. + · · · + Cjl~n-1· 
x'ED 

l t is obvious that, apart from inequality (8), there also holds the 
inequality 

(9) 

Approximating the function f E H 1 (Q) by functions of class 
C1 (Q) and using the definition of the trace of a function belonging to 
H 1 (Q), we find that inequalities (8) and (9) hold for all the functions 
belonging to H 1 (Q). 

These inequalities express a definite continuity of traces on sur
faces r6 of functions belonging to H 1 (Q) depending on the dis
placements of these surfaces. 

If the trace on r 0 of a function f is zero, f lro = 0, then (9) im
plies the inequality 

II f lli.<r6>-<C2cS II f llk•<o.s>-<C2p II f llhl(911 J 

for any p and 6, 0 < 8 ::::;:;; p ~ p0 , where Po is such that Qp0 c Q 
(for the sake of definiteness, we take p0 > 0). Integrating the last 
inequality with respect to 8 E (0, p) and using the absolute contin
uity of the integral, we find that 

II f IIL,(OP) = o (p) as p--+ 0. (10) 

Thus we have proved that if f E H 1 (Q), f lro = 0 and QP c Q 
(in particular, r 0 may be a piece of the boundary 8Q), then (10) 
holds. 
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Lemma 1. If f E H1 (Q) and its trace on the boundary f laQ= 0, 
then 

(11) 

Proof. Since the boundary oQ E Cl, for every point y E oQ there 
is a ballS 2r (y) of radius 2r, r = r (y) > 0, with centre at this point 
SUCh that a piece Of the boundary 0Q n s 2T (y) iS projeCted Uniquely 
onto an (n - i)-dimensional region D 2r (y) lying in one of the coor
dinate planes, say the plane {xn = 0}. The equation of the piece 
.QQ n S2r (y) is of the form Xn = (jl (x'), x' E D2r (y), (jl (x') E 
E C1 (D2r (y)). Denote by f 0 = f 0 (y) the surface oQ n Sr (y), and 
by f 6 = f 6 (y) and !211 = Q 6 (y) the "parallel" surface and the cor
responding region constructed with respect to r 0 in the manner 
described above. Choose 60 = 60 (y) so small in absolute value that 
the region Q/10 = Q/10 (y) C Q n s 2T (y) • 

Since the distance bet ween oQ "'-. S 2r (y) and Q60 (y) is positive 
.and the distance between oQ n s 2T (y) and r 6 (y)' where 8 E (0, <'lo) 
if 60 > 0 and 8 E (60 , 0) if 60 < 0, is obviously greater than y I 8 I 
with some constant y = y (y), 0 < y < 1, a Yo =Yo (y), 0 <Yo< 
< 1, can be found such that for all such 8 

inf lx-~I>Yol<'ll. (12) 
xEoQ 
;Er6 

From the cover of oQ by the balls S r (y), y E oQ, we choose 
a finite subcover Sr (x1), ... , Sr (xN). Then there exists a num-

t N 
her 61 > 0, 61 < min 160 (xm) 1, such that 

1~m~N 

(13) 

Furthermore, by (12), for all 6, 0 < 8 < 61, and m = 1, ... , N 

(Q "'-. Qy,6) n Q6o(xm) (xm) C QO.sign 6o (xm) (xm), (14) 

where y1 = min Yo (xm). 
1~m~N 

The inclusions (13) and (14) imply that for any f E H 1 (Q) the 
inequalities 

N 

.::::;: ~ II f II~ (Q • m (xm)) 
m=1 2 6·s1gn60(x) 

hold for 0 < 8 < 61 • Since f laQ = 0, (11) now follows from the last 
inequality and the relation (10). I 
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Theorem 2. In order that a function belonging to H1 (Q) may belong 
0 

to the subspace H 1 (Q) it is necessary and sufficient that its trace on the 
boundary of the region be zero. 

Proof. That the condition is necessary is obvious, so we confine· 
ourselves to the proof of sufficiency. Let f E H 1 (Q) and f IBQ = 0. 
Take an arbitrary e > 0. Lemma 1 and Theorem 9, Sec. 1.10, 
Chap. II, on the absolute continuity of an integral imply the exist
ence of a small 6 = 6 (e) such that 

II I IIL,(Q"-Qo> < e6, II f I!Hl(Q"-Qo> <e. 

Since for a function I E H 1 (Q) there is (Theorem 3, Sec. 4.3; note 
that aQ E C1) a sequence of functions /p (x), p = 1, 2, ... , in 
C1 (Q) converging to fin the norm of H 1 (Q) (and more so in the norm 
of H 1 (Q"'-..Qo)), a number N = N (6) = N (6 (e)) can be found such 
that 

Consider the function 

II f-IN IIHl(Q} < e, 

II f N IIL.<Q"-Q11> < 2e6, 

II f N IIHl(~Qo> < 2e. 

~o(x)= J ffi0/3(1x-yl)dy, 
Qo/2 

(15) 

where ffip (I x - y I) is an averaging kernel. The properties of the 
averaging kernel imply that ~o (x) E C00 (Rn), ~o (x) = 1 for x E 
E Q5ots, and more so for x E Q0 , ~o (x) = 0 outside Qots, that is, 

~o (x) E (;oo (Q). What is more, for all x E Rn 0 < ~o (x) ~ 1, 
I V~o I ~ C/6 where the constant C > 0 does not depend on 6. 

By (15) we have 

I f N- f N~o i!Hl(Q} = II f N -I N~O IIHl(Q"-Qo> 

-< (II IN (1-~o) lllz<Q"-Qo>+ Ill VIN I (1- ~o) +I IN II V~o 1111.cQ',Q11>) 112 

-< (II IN llt.cQ"-Qo> + 2111 VI N lllt.cQ,Q11> + 211 IN I V'~o llli.cQ,Q0>) 112 

( 2C2 I 112 ) 1/2 8 c 1/2 c -< 8e2+62 1tN L 2CQ"-Qo> -<e( +8 2) = 1e. 

The functions I moce>> (x) ~oce> (x) belong to b (1}) and 

II f moce>> (x) ~oce> (x)- I (x) IIHl(Q}-< II f- I N<O<e» IIHl(Q} 
+II I NCfl(e)) - f N10(E))~0(E) IIHl(Q} < ( 1 + c t) 8. 

Accordingly, f (x) E Ifl (Q). I 
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4. On Compactness of Sets in L 2 (Q). 
Theorem 3. A set bounded in H 1 (Q) is compact in L 2 (Q). 
Proof. Let a set aft be bounded in H 1 (Q}, that is, for all f E aft 

II!IIHl(Q)<C. (16} 

Suppose first that aft c lfl (Q). We extend all the functions be
longing to aft outside Q by putting them equal to zero. I~ the case-

under consideration the extended functions belong to H 1 (Q') for· 
any region Q' ::::> Q. 

If fh (x) is an averaging function for f (x) E uJft, then inequality (6),, 
Sec. 2.3, holds: 

li!h-flli.<Q>< ~~ ) dz) lf(x+z)-f(x)j2 dx. (17} 
lzl<h Q 

The function f (x) E C1 (()), also extended outside Q by assigning 
to it the value zero, satisfies for any vector z the identity /(x+z)-

1 1 

- f (x) =) df (xd-:-tz) dt =) ("\// (x+ tz) ·Z) dt, thereby yielding 

and hence 

0 0 
1 

lf(x+z)-f(x)l2<lzl2 ) I"'Vf(x+tz)j2 dt 
0 

)'If (x+z)- f (x) 12 dx<l z 12 11 f llhl(Q)· 
Q 

(18) 

The inequality (18) also holds for any f E aft; this can be proved 
by the usual limiting process. 

It follows from (17) and (18) that 

ll!h-flli.<Q><Collfllffl(Q) ~: ) dz<C:h2 , 

lzl<h 

where the constant C1 is independent, in view of (16), of both h 
and f. 

If it is now shown that for any fixed h > 0 the set all h consisting 
of averaging functions fh (x) for all f (x) E aft is compact in C (Q} 
(and therefore in L 2 (Q}}, the assertion of the theorem will follow 
from Corollary of Theorem 2, Sec. 3.7, Chap. II. 

According to Property (d) of the averaging kernel (see Chap. I~ 
Introduction), we have 

I ih (x) I<~~ ) I I (x) I dx<C~ II I /IL.<Q><C~ II I IIHI<Q><const 
Q 
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and 

I ~~~ j< h:~l J If (x) I dx<:const, i = 1, ... , n, 
Q 

where, by (16), the constant does not depend on f. Now an applica
tion of Arzela's theorem shows that the set {fh (x)} = o!th * is com
pact in C (Q). 

Suppose now that a!f c H 1 (Q). Denote by cl/t' the set of functions 

F (x) belonging to H 1 (Q') obtained by extension, according to 
Theorem 1, Sec. 4.2, of functions f (x) belonging to olt into some 
region Q', Q <.e Q'. Since II F IIH•(Q') ~ const II f IIH•(Q) with con-

• 
stant independent off, the set o!t' is bounded in H 1 (Q'). By what has 
been proved just now, it is compact in L 2 (Q'). Hence the set oJt is 
.compact in L 2 (Q). I 

5. On Compactness of the Set of Traces of Functions Belonging to 
Hl (Q). 

Theorem 4. If a set of functions is bounded in H 1 (Q), then the set 

,of their traces on the (n - i)-dimensional surface r c Q of class C1 

is compact in L 2 (f). 
Proof. Let the set olt be bounded in H 1 (Q) and let oltr be the set of 

traces on r of functions belonging to olt. We denote by r:di' the set 
.bounded in H 1 (Q') that consists of extensions into Q' 2) Q of func
tions belonging to olt (Theorem 1, Sec. 4.2, iJQ E C1). 

Let r 0 be the part of the surface r which is uniquely projected 
into a region D in the plane {xn = 0}, and let Xn = cp (x'), x' ED, 
.be the equation of r 0 , cp (x') E C1 (D). There exists a 6 > 0 such 
that the region Q26 = {x' E D, cp (x') < Xn < cp (x') + 26} lies 
in Q'. 

* Suppose that the set ~ of continuous functions in Q is uniformly bounded 
.and equicontinuous: 11 g lie - ~ const for all g E ~ and for any e > 0 there 

is a 6 = 6 (e) > 0 such th~~)for all g E ~I g (x') - g (x") I < e for arbitrary 
x', x" in Q satisfying I x' - x" I < 6 (in our case 'WI= oJt h• and equicontinuity 
-{)f oJth follows from uniform boundedness of derivatives). Let us show that the 
set SJJl is compact in C (Q). 

Let {gk} be an arbitrary infinite sequence of functions belonging to SJJl. For 
-every natural m take a finite set of points {x:;'}. q = 1, ... , p (m), in 7j 
-!SO that for every x E Q there is a point in this set that is at a distance less than 
,1') (2-m) from x. From the sequence {gk} we choose a subsequence {gk1} converg-
ing at every point of the set {x~}; then II g,1 - gliiiC(Q) < 3·2-1 for k1 , l1 ;;;;,. 

~ N1 • From the sequence {gk1} choose a subsequence {gk2} converging at every 
point of the set {x~}, and so forth. Thus for every m there is a sequence {g,m} 

with the property that II g" - g1 lie - < 3 ·2-m for km, lm;;;;,. Nm· Evident-
m m ((J) 

ly, the diagonal sequence {gm } is fundamental in C (Qi. 
m 
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For any function I (x) E C1 (Q') and any points X = (x'' Xn) E r 0 

and (x', Yn) E Q 26 we have 
Yn 

I (x', Yn)- I (x) = ) of<~~~ ;n> d~n. 
xn 

which yields 
xn+26 

I I (x) 12 -<21 t (x'' Yn) 12+ 46 r I at<;~~ ;n) 12 d~n· 

We integrate this inequality with respect to Yn E (6, 26) to obtain 
U ~+U 

<'>It (x) 12-<2 ) It (x'' Yn) 12 dyn + 462 r l of(~~~ ;n) [2 d~n• 
6 xn 

and then integrate the resulting inequality over r 0 with respect to x 
(that is, multiply it by V 1 + cp~ + ... + cp2 and integrate 

• xn-1 
over D) to have 

5 ) I /12 dS-< const ( 2 ) I t 12 dx + 462 r I V/ 12 dx) . 
ro Q' Q' 

Since the surface f can be divided into a finite number of pieces 
of r 0 type and for each of such pieces the inequality just established 
holds, summing these inequalities we obtain 

II t lli.<r>-< ~i II I lli.<Q'> + c;<'>ll t 111Il<Q'>• 
where the constants c; and c; are independent of both f and 6. By 
the usual technique, it is found that this inequality is true not only 
for any f E C1 (Q') but also for any function belonging to H 1 (Q'). 

By Remark to the theorem on extension (see Sec. 4.2), the last 
inequality yields the inequality 

II f lli.<r>-< ~~ II f lli.<Q> + C 2<'>IIJ/ llkl(Q)• ( 19) 

true for any I E H 1 (Q). 
By Theorem 3 (of the preceding subsection), the set oJt is compact 

in L 2 (Q). Therefore from any infinite sequence of elements of the 
set oJt a subsequence /p, p = 1, 2, ... , can be chosen which is 
fundamental in L 2 (Q): given e > 0 anN can be found such that for 
all p :>- N and q :>- N II /p - /q IIL,(Q) < e. But then the sequence 
of traces /p 18 , p = 1, 2, ... , will be fundamental in L 2 (S}, 
because the inequality (19) applied to fp - /q and the inequality (16) 
10-0594 
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imply, for all p, q > N, 

II fp- fq lli.<Q>-< c.{! + c2~ II f p- /q llkl(Q)<,e (Ct + 4CzC2) = C3e, 

provided we take ~ = e. I 
6. Equivalent Norms in Spaces H 1 ( Q) and IJ.l( Q). Suppose that in 

a region Q, 8Q E C\ there is defined a real symmetric matrix 
P(x) = (pii(x)), i, j = 1, ... , n, continuous in Q. This means 
that the real-valued functions Pti(x) E C (Q) and Pii = p ih i, 
j = 1, ... , n. Suppose further that a real-valued function q (x) E 
E C (Q) is defined in Q, while the real-valued function r (x) E 
E C (8Q) is defined on 8Q. 

On H1 {Q) we define the Hermitian bilinear form (see Sec. 2.4, 
Chap. II) 

n 

W (f, g)= J ~ PtJfxi"ix,dx+ ~ q{gdx+ ) rfgdS (20) 
Q i, 5=1 Q iJQ 

(in the rightmost integral, of course, f = fliJq, g = claq}. 
Theorem 5. If the matrix P (x) is positive-definite, that is, for any 

complex vector ~ = (~1 , ••• , ~n) and for all x E Q 
n n 

. ~ PiJ (x) ~~~J~'\' .~ I~~ 12 
,,,=1 t=1 

(21) 

with constant y > 0, the functions q (x) > 0 on Q, r (x) > 0 on 8Q 
and either q (x) ;¢= 0 or r (x) =#- 0, then the bilinear form (20) defines on 
H 1(Q) a scalar product equivalent to the scalar product 

(f, C)Hl(Ql = ) (VfV g.+ {g) dx. (22) 
Q 

Proof. According to the definition (see Sec. 2.4, Chap. II), for the 
proof of this theorem it is enough to establish the existence of two 
constants cl > 0 and c2 > 0 such that the inequalities 

W(f, f)<,C: II f 1/kl(Q)• II f llkl(Q)<,C~W(f,~f) (23) 
hold for all f E H 1 {Q). 

First note that by the hypothesis all the three terms in the expres
sion for W(f, f) (in (20) g = f) are nonnegative. 

Since 
n n 

J ~ PtJfxlxi dx<,A J ~ lfx1 II f%j I dx 
Q i, j=t Q i, i=1 

<,An J IVfl2 dx<,Anllfllki(Q)• 
Q 
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) q If l2 dx-<:Atll f llt.<Ql-<:Atll f llh~<Ql• 
Q 

147 

where A1 = II q llc(Ql' and according to inequality (2) of Subsec. 1, 

) r If 12 dS -<:Azll f lli.<8QJ-<:C2Azll f lihi(Qlt 
8Q 

where A 2 = II r llc(8Q)• the first of inequalities (23) holds with the 
constant q =An+ A 1 + A 2C2 • 

We shall establish the second inequality in (23). Supposing, on 
the contrary, that there is no such constant C~, a function fm(x) E 
E H 1 (Q) can be found for any integer m > 1 such that II fm llki(Ql > 
> mW (fm, fm) or, equivalently, a funetion gm (x) E H 1 (Q) (gm = 
= fmlll fm IIHI(Q)) can be found su~h that 

(24) 

R 

= ~ ~ PiJgmxi"imxidx+) qjgmj2 dx+ ~ rjgmj2 d8<11m. 
Q i, i=l Q oQ 

This inequality implies that each of the three terms in W(gm, gm) 
is less than 1/m, therefore (using the inequality (21)) the following 
inequalities hold: 

)IY'gmj2 dx<:y' Jqjgmj2 dx<~, )rlgml2 dS<!. (25) 
Q Q fJQ 

By virtue of (24), the sequence gm, m = 1, 2, ... , is bounded in 
H 1(Q); accordingly (Theorem 3, Subsec. 4), from it a subsequence 
can be chosen which is fundamental in L 2 (Q). With no loss of gen
erality, it can be assumed that the sequence gm, m = 1, 2, ... , 
itself is fundamental in L 2 (Q), that is, II gm- gP IIL,{Q) ~ 0 as.. 
m, p ~ oo. Since, by the first inequality in (25), 

II gm- g p !lhl(Q) =II gm- g p 1/t,(Q) +Ill V' (gm- g p) lllt.(Q) 
-<II gm- gp lli.<o> + 2111 Vgm lllt.<o> + 2111 'Vgp I lli.<o> 

-<:II gm- gp llt.(Q) + ;,Y + :Y 1 

it follows that II gm- gp IIH•<Q> ~ 0 as m, p ~ oo, that is, the 
sequence gm, m = 1, 2, ... , is fundamental in H 1 {Q) as well. 
Thus this sequence converges in the norm of H 1 (Q) to an element 

10* 
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g E H 1 (Q). Letting m--+ oo in (24) and (25), we obtain the fol
lowing relations: 

(a) II g IIHI<Ql = 1, 

(b) ) 1Vgl2 dx=0, 
Q 

~c) J q I g 12 dx = 0, 
Q 

{d) ) rjg/2 dS=0. 
aQ 

The relations (b) and (a) imply that g = const = 1/VTQI in Q 
and glaQ= 1/VTQi on oQ, which contradicts (c) if q (x) =1= 0 or 
(d) if r (x) =I= 0. I 

Let P (x) = p (x) E, where E is the identity matrix. Theorem 5 
has the following corollary. 

Corollary. The bilinear form 

W(f, g)=) (pVfVg+qfg}dx+ J r(x)fgdS, 
Q aQ 

where p (x) E C (Q), q (x) E C (Q), r (x) E C (oQ), p (x) > const > 0, 
q (x) > 0 in Q, r (x) > 0 on oQ and either q (x) =;t= 0 in Q or r(x) =1= 0 
on oQ, defines in H 1 (Q) a scalar product equivalent to the scalar pro
duct (22). 

Theorem 6. If the matrix P (x) is positive-definite and the function 
q (x) > 0 in Q, then the Hermitian bilinear form 

n 

Wt(f, g)= I ~ Piifx.fJx.dx+ r qfgdx . J ..... l} J 
Q i, j=1 <J 

defines a scalar product in H1 (Q) which is equivalent to the scalar pro
duct (22). 

Proof. Since ffl (Q) c H 1 (Q), it follows from Theorem 5 that a 
scalar product equivalent to the scalar product (22) can be defined in 

/[1 (Q) by means of the bilinear form (20) with r (x) = 1 on oQ and 
q (x) > 0 in Q. But for the functions f (x) and g (x) belonging to 

H1 (Q) the values of bilinear forms W and W1 coincide. I 
Let P (x) = p (x) E. Theorem 6 implies the following result. 
Corollary. The bilinear form 

W (f, g)= ~ (pVfVg+ qfg) dx, 
Q 
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where p (x) E C (Q), q (x) E C (Q), p (x) >- const > 0, q (x) >- 0 in Q, 
defines a scalar product in ffl (Q) equivalent to the scalar product (22). 

In particular, the scalar product 

(!' g)'o = r vr+:ii dx 
Hl(Q) j 

Q 

is equivalent to the scalar product (22). 
The last assertion readily yields Steklov's inequality 

11/lli.<Q>-<:const J IV/I2 dx, 
Q 

0 

which is true for any f E H 1(Q). 

§ 6. PROPERTIES OF FUNCTIONS BELONGING 
TO Hk(Q) 

In this section we shall examine mutual relationship between the 
spaces Hk (Q) and C1 (Q). It will be demonstrated that if a function 
belongs to Hk (Q) for sufficiently large k, then it will also belong to 
C1 (Q) (that is, the function can be so modified on a set of measure 
zero that it becomes continuous in Q together with all the deriva
tives up to order l). 

To obtain this result, it is necessary to represent a sufficiently 
smooth function in Q in terms of the integral over Q of a combination 
of its derivatives. 

1. Representation of Functions by Means of Integrals. 
Theorem 1. Let the function f(x) E C2 (Q) and let the space have 

dimension n >- 2. Then for any point x E Q the following identity 
holds: 

f(x)=) U(x-s)~/(s)ds+ \ (t(s) au~~l~£>- a;~~> U(x-s)) dS~, 
Q ;Q 

where 

{
- (n-2) a

1n J x 1n 2 

U(x)= 1 1 
--ln-

2~ JxJ 

(1) 

when n> 2, 
(2) 

when n=2, 



150 PARTIAL DIFFERENTIAL EQUATIONS 

and on = 2:n:nf2/l' (n/2) is the surface area of the (n - i)-dimensional 
unit sphere*. 

Proof. The function U (x - ~) (called the fundamental solution 
for the Laplace operator) as a function of ~ satisfies for £ =1= x the 

1': ( a2 a2 ) 1': 0 relation L\,U(~o - x) = a£~ + ... + a£,fi U (~o - x) = , as can 
be checked by direct differentiation. 

Fix a point x E Q and take e > 0 so small that the ball {I ~ - x I~ 
~ ~::}c Q. In the region Q8 = Q"'-{1 x- £I~, e} Green's for
mula (see Sec. 1.2) 

) ~/(£)U(x-~)d£= J (U(£-x) a~~)-/(~) au~~x) )dS; 
Qe OQ 

+ J ( U (~- x) a~~£) - f (£) au ~:~x) ) dS~ (3) 
1~-x(=e 

holds for the function u (~ - x) (regarded as a function of s) and 
any function f (~) E C2 (Q). 

a a 
As an; = - a I ~-xI on the sphere I£- xI= e, the second term 

on the right side of (3) has the form (when n > 2) 

- i \ at(£) dS + 1 f I (t) dS 
(n-2) O'nen 2 J an ' O'nen 1 J 'o ; 

16-xl=e (6-x(=8 

= f (x) + O'n!n 1 ) (f (~)- f (x)) dSf. 
(!i-xJ=8 

1 J at(£) 4 - ( 2) n-2 -, -dS,=f(x)+O(e), () n- O'n8 un 
"-xl=8 

since the surface area of the sphere I~- xI= e is crnen-t, and for 

1~-x!=e /(S)-/(x)=O(e) and I a~~£) 1-<const. 

The function U (£ - x) is integrable over Q, therefore the limit, 
as e-+- 0, of the left-hand side of (3) is equal to the integral over Q 
of the function U (£ - x) ~~ (6). Letting e-+- 0 in (3) and using 
(4), we obtain (1) when n > 2. When n = 2, the above proof re-

• The representation (1) holds in one-dimensional case also (Q=(a, b)). 
b 

The identity f (x) ; Jl x-61 I"(£) liS++(/ (a)+ f (b))- ; ((a-x) f' (a)+ 
a 

+(b-x) f' (b)), which is easily verified, can be put in form (1) if we intro-

duce the function U (x-6)= ~ I x-6 J. However, we won't have occasions 

to use the identity (1) when n = 1. 
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mains valid, the only difference being that the second term on the 
right side of (3), in contrast to (4), is now f (x) + 0 (e ln e). I 

2. Continuity and Continuous Differentiability of Functions Be-

longing to H 14 (Q). In Theorem 1, any function f E C2 (Q) was 
expressed in terms of integral over Q of its second derivatives. If the 

function is still more smooth, f E C14 ({j), k > 2, then, along with 
representation (1), there are representations in terms of derivatives 
of order k. To obtain such representations, we require the following 
simple result. 

Lemma 1. Let n > 3. Then for any:(real))1 the function 

I (!'~~~~;: n) when fL =I=- 2, fL =I=- n, 

u11 (x) = (In I x 1)/(n- 2) when fL = -2, 
ln I xl 

- I x Jn-2 (n-2) when fL = - n 

satisfies the equation l\u11 = I x I" for all x E Rn, x =I= 0. 
That the lemma is true can be seen by direct calculation. 

Let the function f E C2 (Q). By formula (1), we have for all x E Q 

f (x) =) U (x-6) M (6) £l6. 
Q 

In particular, when n = 2 

when n=3 

when n>3 

f (x) = 2~ J &f (6) ln I x- 61 d6, 
Q 

1 r llf <s) 
f (x) = - (n-2) O"n J I x-~ ln-i d6. 

Q 

(5) 

(6) 

(7) 

Suppose that n = 4, and the function f (x) E C3 (Q). Integration of 

(7) by parts yields, on using the relation I~~~ 1~ ~ L1; ln I x - 6 I 
(Lemma 1) 

f(x)= 4!, ) M·L1;lnlx-6ld6= 4~, ~ Y'(L1/(6))V;lnlx-6ld6. (8) 
Q Q 
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When n = 5, the relation (7) and the identity I x- £ l-3 = 
1 1 = -2 Y'; 1 x-s 1 (Lemma 1) yield the representation 

f(x)= 2·!a5) L\f(s)L1; lx~sl ds 
Q 

1 r . 1 
= - 2·3a& J Y' (M (s)) Y'; I x-s I ds 

Q 

(9) 

for the function f (x) E C3 (Q). and so on. Suppose that f (x) E 
E C2P (Q), p > 2. Then for n > 4p - 3 the identities 

1 C' ,1P-1 1 1 
I x-s I"P-" = 4p-2 ' I x-s 12p-2' I x-s l"p-3 

C' L\P-1 1 = 4 p - 1 , ...,..,-x ----::-s""'l2:-p ...,..1 • 

which follow from Lemma 1, and (7) yield 
r !!Pt (!;) 

f (x) = Cf.p-2 J 1 x-s I2P_2 ds when n = 4p-2 (10~ap-z) 
Q 

and 

where Ci and C'i are absolute constants. Since 

1x_{ 14p-2 C4pdr ( Jx-~l2p-2), lx-~l4p-1 =C4p+1L\r { Jx-~J2P 1) 

for n > 4p - 1, p > 2, we have, by (7), 

and 

f (x) = Cf.p .\ Y' (I~.Pj (S)) V'6 ( 1 x-~ 12P 2 ) ds when n = 4p, (104p) 
Q 

f (x) = Cl.P+i ~ Y' (,1Pf (s)) Y'; ( I x-: 12p 1 ) ds when n=4p+ 1 (104p+t) 
Q 

for j E d.!P+I (ij}, p > 2, where Ci, Ci are absolute constants. 

Since jv6 lx~sl•/= lx-~ls+l, s~1, the relations (6), (8), (9), 
(104p-2)-(104p+t) yield the inequalities 

r 1 !!Pt (s) 1 
lf(x)I-<C"P-2 J Jx-si2P 2 ds for n=4p-2, p>1, (114p-z) 

Q 

I I !!pf (s) I - 11 ) jf(x)j-<C"p-1 J lx-si2P 1 ds for n-4p--1, p~1, ( ~op-1 
0 
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for all f E C2P (Q) and the inequalities 
i 1 v~P/ (~)I lf(x)I-<C4p J lx-~I 2P 1 d£ for n=4p, p~1, 
Q 

r I v~Pj (~) 
if(x)I-<C4p+1 J lx-~/2P d£ for n=4p+1, p~1, 

Q 

for all f E C2P+l (Q), where C, are absolute constants. 
From (5), by means of Bunyakovskii's inequality, we obtain 

153 

I I (x) 1-< 2~ ( J I Ml2 d£f 12 {) lln I x-£Wd£ f 12 -<CIIfllH2<Q>• n-=2, 
Q Q 

from (114p-2) 

I I (x) 1-< C4p-2 ( J I ~Pf 12 d£ f 12 ( J I x-~~14p 4 r12 

Q Q 

and similarly from ( 114p _1)-(114p+1) 

I I (x) 1-<C II f IIH2P(Q)' 

If (x) 1-<C II f IIH2p+l<Q>' 

I I (x) 1-< C II f IIH2p+l<Q>' 

n=4p-1~3, 

n=4p~4, 

n=4p+1~5, 

where the constant C depends on n and the region Q. 
Thus the inequality 

llfllc(Q">~clltll [~]+ 1 (12) 
H 2 (Q) 

·[2:]+1 
holds for all f E C 2 (Q), n ::;> 1, where the constant does not de-
pend on f. For n = 1, this inequality readily follows from the repre
sentation 

b 

f(x)= ~ J sign(x-s)·f'(s)d~ 
a 

for any function f (x) E (;t (Ia, bl) . 
• 1+1+[2:] -

If the function f E C 2 (Q) for some l > 0, then, apart from 
(12), it also satisfies the inequality 

llfllci(Q)-<Czll/11 1 + 1 +[~] , (13) 
H 2 (Q) 

where the constant C 1 > 0 does not depend on f. 
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Indeed, for any vector a = (a1 , ••. , an) with nonzero integer 
components, I a I ~ l, by (12) we have 

Jl Daf llc<m-<C II Daf II 1+[!:.] -<C II f II i+lal+[!:.] 
H 2 (Q) H 2 (Q) 

-<CII/11 1+1+[!:.] . 
H 2 (Q) 

Summing these inequalities over all a, I a I ~ l, we obtain the 
inequality (13). 

o1+1+l ~ 1 • 
Suppose now f E H (Q) and fm (x), m = 1, 2, ... , IS 

.1+1+[~1 -
a sequence of functions in C 2 (Q) that converges to f in the 

1+1+[!:. 1 
norm of H 2 (Q). By (13) 

II fm- /sllc1(Q)-<C II fm- fsll 1+1+[!:.] -+ 0 
H 2 (Q) 

as m, s-+ oo, that is, fm, m = 1, 2, ... , is a fundamental sequence 
in the norm of C1 (Q). This means that the limit function f belongs 
to C1 (Q). Passing to the limit, as m-+ oo, in the inequality 
II fm llcz(-Q) ~ C II fm II n , we see that the inequality (13) 

1+1+[2] 
H (Q) 

0 1+1+[~1 
holds for any f E H 2 (Q). 

1+1+[~1 
Let f E H 100 2 (Q). Take any subregion Q' ~ Q and construct 

the function ~ (x) E · C"" (Q) which is equal to 1 in Q'. The function 
o1+1+[!:.1 • _ 

f· ~ E H 2 (Q), so it belongs to C1(Q), which means that f be-
longs to C1 (Q'). Since Q' is arbitrary, f belongs to C1 (Q). Thus we 
have proved the following assertion. 

!+1+[ ~] 
Theorem 2. A function belonging to the space Htoc (Q) belongs 

1+1+[!:.1 
to the space C1(Q), that is H1oc 2 (Q) c: C1(Q). 

!+1+(~1 !+1+( ~ 1 
Suppose now that I E H 2 (Q) and let oQ E C . Then 

by the theorem on extension for (any) region Q', Q' 2> Q, there exists 
1+1+[~1 

a function F belonging to iJ 2 (Q') that coincides in Q with /; 
moreover, II F II n ~ C' II f II n , where the constant 

H1+1+(2-)(Q') H!+i+(T](Q) 
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C' does not depend on f. The function F E C1(Qi) and satisfies the 
inequality II F llcz(Q')-.<C" II F II 1 + 1 +[~] (inequality (13) for the 

H 2 (Q') 

function F in Q'). Accordingly, f E C1 (Q) and the inequality 

II f llct<cr>-<C'C" II f II I+Hl~l 
H 2 (Q) 

holds. Thus we have shown the following theorem. 
1+1+[~] 1+1+[..!:..] -

Theorem 3. If aQ E C 2 , then H 2 (Q) c C1 (Q). 
Moreover, the inequality (13), where C>O does not depend on f, 

1+1+[..?!..] 
holds for any function f E H 2 ( Q). 

§ 7. SPACES cr. 0 AND C2'• '. SPACES Hr, 0 AND H 2"· • 

We have so far examined function spaces (Ck, Hk, k = 0, 1, ... ) 
composed of functions whose differentiability properties were the 
same with respect to all the independent variables: for example, the 
space Hk consists of all the functions belonging to L 2 whose all the 
generalized derivatives up to order k belong to L 2 • In the theory of 
differential equations one has to use also sets composed of functions 
whose differentiability properties differ with respect to different 
variables. In particular, the spaces of functions introduced below 
will be used in Chap. VI on parabolic equations. 

Let D be a bounded region in the space Rn (x = (x1 , ••• , Xn) is a 
point in Rn) and QT ={xED, 0 < t < T} a cylinder of height 
T > 0 in the space Rn+l = Rn X {- oo < t < oo }. 

1. Banach Spaces or· 0 ( QT) and 0 2"· s <<h>· We denote by cr· 0(QT), 
where the integer r > 1, the set of all functions f (x, t) that are 

- aett+ .. -+ttn/ 
continuous in QT together with the derivatives for all 

ax~1 ••• ax~n 

(nonnegative integers) a 1 , ••• , an, a 1 + ... + an :::;;:; r. 
We let C2"· 8 (QT), where the integer s > 1, denote the set of 

functions f (x, t) that are continuous in QT together with the deriva
attt+ ••• ttn+Pt 

tives et 11 for all (nonnegative integers) a 1 , ••• , an, ~. 
ax1 1 ••• ax~n at 

a 1 + . . . + an + 2~ :::;;:; 2s. 
When r = 0 and s = 0, the spaces cr· 0 (QT) and C 28' s (QT) will 

mean the space C0· 0 (QT) = C (QT)· 
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It is clear that the set C7 ' 0 (QT), r >- 0, is a Banach space with 
the norm 

while the set C28' • (QT), s >- 0, is a Banach space with the norm 

I oat+• .• +an+f3f I 
II I llc2•, •(o ) = ~ max a a f3 • 

T al+ •.. +an+2f3~2s QT oxil ... oxnnot 

2. Hilbert Spaces Hr, 0( QT) and H 2"· "( QT). We denote by H 7 ' 0(QT)• 
where the integer r >- 1, the set of all functions l(x, t) that together 

0at+ ... +anf 
with the generalized derivatives for all (nonnegative inte-

iJx~~ ... i}x~n 

gers) a 1 , ••• , an, a 1 + ... + an:::;;; r, belong to L 2(QT)· Simi
larly, H 28• 8(QT), where the integer s >- 1, denotes the set of all 
functions I (x, t) that together with the generalized derivatives 
oal+ .•• +an+f3f 

a a 13 for all (nonnegative integers) a 1, ••• , c.tn, ~. a 1 + .. · 
ox 11 ••• ox n n ot 

... + an + 2~ :::;;; 2s, belong to L 2 (QT)· 
The space H7 • 0 (QT) with r = 0 and the space H28 • 8 (QT) with s = 

= 0 will mean the space H 0• 0 (QT) = L 2 (QT)· 
The following properties of the sets H 7 • 0 (QT) and H 28• • (QT) are 

an immediate consequence of their definitions. 
1. The set H7 • 0 (QT), r >- 0, is a Hilbert space with the scalar 

product 

while the set H 28 • • (QT), s >- 0, is a Hilbert space with the scalar 
product 

(!, g) H2s, s(QT) 

a 1 + ... +an= r' ::=;;;r. 
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al+· . . +an+llt 
4 If f ( t) E H 28 8 (Q ) then a E H2(s-s'), 8-B' (QT) 

• X, ' T ' al an a II axi ... axn t 

for a 1+ ... +an+2~<2s', where s'<s. 
We shall now show that if the boundary aD of the region D is 

sufficiently smooth, then the functions belonging to nr. 0 (QT) and 
H 28 • 8 (QT) can be extended into a wider (than QT) region while 
preserving the smoothness. Namely, we shall prove the following. 

5. Suppose that D' is an arbitrary region in Rn such that D ~ D', 
and t0 , t1 are any numbers satisfying the inequalities to< 0, t1 > T. 
Let Q;o, tl denote the cylinder {xED', t0 < t < t1 }. If aD E cr, 
r >- 1, then for any function f E nr, 0 (QT) there is an extension 
F E nr,o (Qto, tt) whose support is compact in Qto, t'· Moreover, the 
inequality 

(1) 

where the positive constant C does not depend on f, holds. If aD E 
E C2S, s >- 1, then for any function f E H 28 • 8 (QT) there is an exten
sion F E H2"• 8 (Qio, tl) with compact support in Qt•, ,.; moreover the 
inequality 

(2) 

where the constant C > 0 does not depend on f, holds. 
The desired extension F of a function f belonging to Hr, 0 (QT) or 

to H 28 • 8 (QT) is obtained in two stages: first, f is extended to F 1 

through the curved surface of the cylinder QT into a wider cylinder 
Qi- = {xED', 0 < t < T} of the same height T, and then the 
function F 1 is extended through the top {x ED', t = T} and base 
{x E D', t = 0} of the cylinder Q'.r. 

To construct the function F 1 , we employ the same technique as 
the one used in extending into D' a function belonging to Hk (D) 
(see Sec. 4.2). We use the extension constructed there of functions 
belonging to a rectangular parallelepiped. 

Let lla. T• a> 0, denote the rectangular parallelepiped {I xi I < 
< a, i = 1, ... , n, 0 < t < T} and ll~. T, ll;;, T the rectangular 
parallelepipeds {I xi I< a, i = 1, ... , n- 1, 0 < Xn <a, 0 < 
< t < T} and {I xi I< a, i = 1, ... , n- 1, -a< Xn < 0, 
0 < t < T}, respectively. Suppose that the function z (x, t) E 
E Ck (fi,i, T) for some k >- 1. The extension Z (x, t) of the function 
z (x, t) into the parallelepiped lla, T is defined in the parallelepiped 
11~. T in the following manner: 

k+1 

Z (x, t) = ~ Aiz { x', - xt , t) , (3) 
i=1 
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where x' = (x1, ••• , Xn-1) and A1 , .•• , Ak+1 is the solution of 
the linear algebraic system 

k+i 

~At ( -+r=1. S=O, 1, ... , k. 
i=i 

While proving Lemma 1 in Sec. 4.2, it was established that 
k -Z (x, t) E C (TI0 , r), and for any rx1, ••• , tXn, ~. rx1 > 0, ... , 

~ > 0, rx1 + . . . + tXn + ~ ~ k, 

II aa•+· · .+an+llz II -<.C II aa•+· .. +llz r·r 
a, an II 81la1 atll ' 

8xl ... 8xn 8t L.(ITa, T) I • • • L.(II~, T) 

where the constant C > 0 does not depend on z. Therefore for any 
r~k 

(4) 

and for any s, 2s-<.k, 

II Z IIH2'• '<II ) -<. C II Z IIH 28• 8(II+ ) • a, T a,T 
(5) 

where the constant C > 0 does not depend on z. 
Since the set Coo (TI~. T) and hence also the set C" (TI!, T) is 

everywhere dense in the space nr, 0 (TI~. T) and in H 2"·' (TI!, T) for 
any k ;;;;::: r or k > 2s, respectively (this is proved in exactly the 
same way as analogous assertions regarding the space H" (D), see 
Property 6, Sec. 4.1), and since these spaces are complete, it follows 
from what has been said above that any function z belonging to 
nr, 0 (TI!, T) or to H2"· 8(TI!, T) has an extension z into ITa, T that 
belongs to nr,o(rra, T) or to H 2'·'(I1a,T), respectively; moreover, 
the function Z is defined in lla, T by (3), and the inequality (4) or 
inequality (5) respectively holds. Arguing exactly in the same way 
as in the proof of Theorem 1 (Sec. 4.2), we obtain the function 
F 1 (x, t) which is the extension off (x, t) into the cylinder QT; fur
thermore, iff E W. 0 (Qr), then F1 E H"• 0 (QT) and the inequality 

II F •IIHr, o(QT>-<. C til f IIH"• o(QT) 

holds; if f E H 2"• "(Qr), then F 1 E ll2'•' (QT) and the inequality 

II F tiiH2s, '<Q:f>-<. C 21/ f I/H2"• '<Qr> 

holds (the constants C1, C2 > 0 do not depend on/). What is more, 
F 1 = 0 in QT"'Q'T, where Q'T = {xED", 0 < t < T} and D" is a 
region in Rn such that D ~ D" ~ D'. 

We shall now construct the required extension F of f into the 
cylinder Q!o, tl· 
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When IE Hr, 0 (QT), for F we take the function equal to F 1 . in 
QT and to zero in Q!o, 11"'-QT·· Evidently, F belongs to Hr, 0 (Qio, 11), 

its support is compact in Qio, 11, and it satisfies the inequality (1). 
When IE H 28• 8 (QT), then we define its extension F into the 

cylinder Qio, t' by putting F = ~ (t) F2 (x, t), where ~ (t) E C"" X 
T+t 1 

X(-oo, +oo), ~(t)=1 for tE(O, T), ~(t)=O forjt>-2-

and for t < ~ , while the funetion F 2 (x, t) is equal to F1 (x, t) 

s+1 

in QT, to ~ AiFd x, :~ ) in {xED', t0 < (< 0} fand to 
i=1 

•+1 

"'AF ( T- t-.T • T ) 1'n LJ i 1 x, , ti-T {xED', T < t < t1}, where 
i=1 

A;, ... , A~+t is the solution of the linear algebraic system of 
a+1 

equations ~ Ai ( t;o r = 1, p = 0, ... , s while A:, ... , A:.1 is the 
i=1 

s+1 

solution of the system ~ Ai(- i(/'-T) r = 1, p=O, ... , s. 
i=1 

Evidently, the function FE H 2'• • (Qi•. 1,), has compact support in 
Qlo, t'' and satisfies the inequality (2). 

Property 5 coupled with Lemma 1, Sec. 3.2, readily implies the 
following assertion (the corresponding assertion regarding the space 
Hk was obtained in Sec. 4.3). 

6. If the boundary aD E cr, r > 1, then the set coo (QT) is every
where dense in Hr,o (QT)· If an E C21 , s > 1, then the set C00 (QT) is 
everywhere dense in H 28• • (QT)· 

7. Let I (x, t) E H 1 • 0 (QT) and S be an (n- i)-dimensional sur
face of class C1 lying in D; in particular, S may coincide with the 
boundarv aD of D. 

By r;,T we denote the cylindrical surface {xES, 0 < t < T}; 
the curved surface faD, T = {x E an, 0 < t < T} of the cylinder 
Qr Will be denoted by f T· 

By Property 6 (aD E C1), there is a sequence of functions fk, k = 

= 1, 2, ... , in C1 (QT) such that lim II lk -I IIH1, o{Q > = 0. Since 
k .... oo T 

the functions lk (x, t), k = 1, 2, ... , regarded as functions of x, 
belong to C1 (D) for any t E [0, T], the inequalities 

//lk-fsilL<s>-<C2 l/fk-fsl/h'<D>• k, s=1, 2, ... , (6) 
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hold for any t E [0, T] in which the positive constant C depends only 
on the region D and the surface S (see inequality (3), Sec. 5.1). In
tegration of (6) with respect to t E (0, T) yields the inequalities 

II fk- fslk.<rs, T>-<.C II fk- fsiiHt,o(QT)' k, S= 1, 2, .... 

Since fk, k = 1, 2, ... , is a fundamental sequence in Il1•0(QT), 
the last inequalities imply that the sequence of values fk l<x, t)Ers. T• 

k = 1, 2, ... , of these functions On f s ,T is fundamental in 
L 2 (r s. T>· Accordingly, there exists a function frs.T E L 2 (f s. T) to 
which the sequence fklcx.t>ers,T' k=1, ... , converges in 
L 2 (fs,T), and by repeating the arguments of Sec. 5.1, it can be 
easily shown that the function fr8 does not depend on the choice 

,T 
of the sequence fk, k = 1, 2, ... , which approximates the function f. 

It is natural to call the function /r8 the trace of function f (be-
.T 

longing to H 1 • 0 (QT)) on the cylindrical surface r s. T and denote it 
by /Irs, T. 

As in Sec. 5.1, it is easily shown that 

II f IIL.(r s, T>-<. C II f IIH1, o(QT) 

(here II f IIL,(rs, T> = II f llr8, T IIL.(rs, T>), where · the constant 
C > 0 does not depend on f. 

Note that if oft is a bounded set of functions in H 1 • 0(QT), then, 
by the last inequality, the set &It' of traces of these functions on 
r s. T is bounded in L 2 (r s. T) but, in contrast to the case of the 
space H 1 (QT), is not compact. 

The above notion of trace enables us to extend the formula of 
integration by parts to functions belonging to H 1 • 0(QT). Namely, 
for any two functions f and g in H 1 • 0 (QT) there holds the formula 
of integration by parts (Ostrogradskii 's formula) 

r f.,igdxdt= ftgnidSdt- r fg.,idxdt, 
QT rT QT 

where ni is the ith component of the n-dimensional (unit) vector 
which is outward normal to the surface 8D, i = 1, 2, ... , n, and 
the functions f and g present under the integral sign over the curved 
SUrface f T of the cylinder QT are traces of functions f and g On f T• 
This formula can be easily proved (compare Sec. 5.2) by approximat
ing in H 1 • 0 (QT) the functions f and g by functions belonging to 
C1 (QT)· 

Iff E Hr,o (QT), r ?:- 1, then any derivative of this function with 
respect to x1 , ••• , Xn of order less than r has the trace on the 
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curved surfacer T of the cylinder QT. Iff E H 28• 8(QT), s :;> 1, then any 
aa:•+ .. . +a:n+ilt 

derivative a: tl , a 1 + ... + ctn + 2~ < 2s, has the 
oxl l ••. ox'i;,n ot 

trace on the curved surface r T of the cylinder QT. 

§ 8. EXAMPLES OF OPERATORS IN FUNCTION 
SPACES 

1. Integral Operators. Fredholm Integral Equation. Let Q be a 
bounded region in the n-dimensional space Rn. On Q X Q we consi
der the measurable function K (x, y). Assume that the function f (y) 
is such that K (x, y) f (y) E L1 (Q) for almost all x E Q (for instance, 
f = 0). With every such function f (y) we associate a function 

g (x) = ) K (x, y) f (y) dy. (1) 
Q 

This mapping can be regarded as an operator (linear, obviously) 
from L1 (Q) into L1 (Q), from L 2 (Q) into L 2 (Q), from C (Q) into 
C (Q) and so on. The function K (x, y) is referred to as kernel of 
this operator. Of course, this operator may not be defined on the 
whole space, for example, for the operator from C (Q) into C (Q) the 
domain of definition is the set of all those functions in C (Q) for 
which g(x) E C (Q). However, if the kernel K (x, y) E C (Q X Q), 
then, as can be easily seen, this operator is defined everywhere (in 
L1 (Q), L 2 (Q), C (Q)) and is bounded. 

We shall examine the operator defined by formula (1) with the ker-
nel K (x, y) = K 0 (x, y) I x- y 1-a:, where K 0 (x, y) E C (Q X Q) 
and 0 < a < n, regarded as an operator from C (Q) into C (Q) and 
as an operator from L 2 (Q) into L 2 (Q); in both cases it will be de
noted by K: 

g = Kj. (2) 

The operator K is called the Fredholm integral operator. According 
to the results of Sec. 1.12, Chap. II, for any function f E C (Q) the 
function g E C (Q). This means that the operator K from C (Q) 
into C (Q) is defined on the whole of C (Q). 

Since the functions J I K (x, y) I dy and j I K (x, y) I dx are 
Q Q 

continuous in Q, they are bounded, that is, 

A= max { m~x ) I K (x, y) I dx, m~x ) I K (x, y) I dy} < oo. (3) 
IIEQ Q xEQ Q 

11-0594 
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Because for any point x E Q 

lg(x)l-<1/IIIC(Q) ~ IK(x, y)jdy-<A/Ifi/C(Q)' 
Q 

so II g 1/c(Q)-<A II f llc(Q)' which implies that the operator K from 

C (Q) into C (Q) is bounded and /1 K 11-<A. 

Let I (x) E L 2 (Q). The functions If (y) 12 ) I K (x, y) I dx and 
Q 

I I K (x, y) I dx belong to L 1(Q) (the latter even to C(Q)), therefore~ 
Q 
by Corollary to Fubini's theorem, the functions K (x, y) It (y) r~ 
and K (x, y) belong to L 1 (Q X Q). This means that the function 
K (x, y) f (y) also belongs to L 1 (Q X Q), since I K (x, y) f (y)J-< 
-< I K (~, Y) I + I K (x' Y~ II f (y} 12 

• Then by Fubini 's theorem the 

functions g (x) =) K (x, y) f (y) dy, I I K (x, y) I dy and I I K (x, y) jx 
Q Q Q 

xj f (y) /2 dy belong to LdQ). For almost all x E Q we have the 
inequality 

jg(x)j2-< )IK(x, y)jdy· )IK(x, y)/lf(y)jZdy 
Q Q 

-<A \IK(x, y)l/f(y)/2 dy~ 
Q 

implying that g (x) E L 2 (Q). Integrate this inequality over Q and 
apply Fubini's theorem to obtain 

llglii.<Q>-<A) dx )IK(x, y)l/f(y)/2 dy 
Q Q 

=A ) I I (y) /2 ( .\I K (x, y) I dx ) dy-<A2 11 I lli.<Ql· 
Q Q 

Thus the operator K from L 2 (Q) into L 2 (Q) is defined on the 
whole of L 2 (Q), is bounded and II K II< A. 

Lemma 1. The operator K acting from L 2 (Q) into L 2 (Q) is com-
pletely continuous. The operator K acting from C (Q) into C (Q) is 
completely continuous. 

Proof. 1. We first consider the operator K acting from L 2 (Q) into 
L 2 (Q). The function K N (x, y) defined for any N > 0 as follows 

{
K(x, y) when jx-yi~N-1 

KN(x, y)= K 0 (x, y)Na when /x-y/<N-1 
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belongs to C (Q X Q). Since for any point x E Q we have the in
equality 

)!K(x, y)-KN(x, y)ldy 
(.J 

where B = II K 0 II c (QxQ> and O'n is the surface area of the (n- i)
dimensional unit sphere, given an e > 0 we can find anN such that 

rna! J I K(x, y)-KN(x, y) jdy< ~ • 
xfQ Q 

Because [KN(x, y) E C(Q X Q), there is a polynomial P(x, y) such 

that IP(x,y)-KN(x,y)l< 21eQI for all (x, y)EQxQ. This 

implies that 

rna! ~IK(x, y)-P(x, y)jdy<;:m~ )!K(x, y)-KN(x, y)dy 
xEQ Q xEQ Q 

+m~ J I KN(x, y)-P(x, y) I dy < ~ + ~ =e. (4) 
XEQ Q 

Similarly, it can be shown that 

m~) I K(x, y)-P(x, y) I dx<e. 
YEQ Q 

(4') 

The polynomial P(x, y) and the function G(x, y) = K(x, y) -

_ P(x, y) = Ko(x, y)-P(x, y) I x-y Ia: can be regarded as kernels of 
lx-yla: 

integral operators of the type (2); we denote them by P and G, res
pectively. Moreover, we have the relation 

K = P + G, 

and, by (4) and (4'), the estimate 

II G II< E. 

11* 
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Thus the operator K has been expressed as the sum of an operator 
G with arbitrarily small norm and the finite-dimensional operator P 
(this operator transforms L 2(Q) into the set of polynomials whose 
degrees do not exceed that of P(x, y)). Therefore, by Theorem 4, 
Sec. 3.9, Chap. II, the operator K is completely continuous. 

2. We now examine the operator K acting from C(Q) into C(Q). 
Because K is bounded, it maps a bounded set alt in C(Q) into a 
bounded set rvft'. According to the results of Sec. 1.12, Chap. II, 
given an e.> 0 a 6 > 0 can be found such that 

\ IK(x', y)-K(x", y) I dy <e. whenever I x'- x" I< 6. There-

~re for I x' - x" I < 6 

{ g (x') -g (x") 1-<) I K (x', y) -K (x", Y) II f (y) I dy -<e. II f 1/c(Q)' 
Q 

Thus the set rvft' of functions continuous in Q is uniformly bound
ed and equi-continuous. Hence, by Arzela 's theorem, this set is 
compact. I 

The equation lj) = fLKIP + f, where f1 is a complex parameter and 
K the Fredholm integral operator, that is, the equation 

IP(x) = f1 ) K(x, y) IP(Y) dy + f(x), 
Q 

(5) 

is known as the Fredholm integral equation (of the second kind). 
We shall examine Eq. (5) in L 2(Q) (f E L 2(Q) and the desired 

solution IP will be sought in L2(Q)). 
In view of Lemma 1, Fredholm's theorems (Sees. 4.3-4.7, Chap. II) 

are applicable to Eq. (5). In particular, if f1 is not a characteristic 
value of the operator K (such numbers are at most countable), there 
exists a bounded operator (/ - fLK) -1, that is Eq. (5) has a unique 
solution lj) E L 2(Q) with any free term f E L 2(Q). 

:-:--:---:-
If the kernel K (x, y) is such that K (x, y) = K (y, x), the operator 

K from L 2(Q) into L 2(Q) is selfadjoint. 
In fact, by Fubini's theorem, 

(KIP, '¢)L.<Ql=) J K(x, y)qJ(y)dy'¢(x)dx 
Q Q 

= ) ff!(Y) ( ) K(x, y) '¢ (x) dx) dy 
Q Q 

= J 1P (y) ( J K (y, x) '¢ (x) dx) dy = (IP, K'¢)L,(Q) 
Q Q 

for any lj), 'P E Lz(Q). 
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Therefore all the results obtained in Sec. 5 of Chap. II for a gen
eral completely continuous selfadjoint operator are also true for the 
operator K. In particular, all the eigenvalues and characteristic 
values of K are real and there exists an orthonormal basis composed 
of eigenfunctions of this operator for the space L 2(Q) (Corollary 2 to 
Theorem 2, Sec. 5.2, Chap. II). 

2. Differential Operators. Suppose that in an n-dimensional region 
Q there is defined a bounded measurable function aa(x) for every 
vector a = (a1 , ••• , an), with the integers a;> 0, i = 1, ... , n, 
I a 1:~ k, where k > 1. A linear operator acting from L 2(Q) into 
L 2(Q) that associates with the function I the function 

(6) 

is called the linear differential operator (from L 2 (Q) into L 2(Q)). 
It will be assumed that the operator :t is of order k, that is, at least 
one of the coefficients aa(x) is different from zero for I a I = k (the 
set where aa(x) =1= 0 is not a set of measure zero). 

The operator :t is, of course, not defined on the whole of L 2(Q). 
Nevertheless, the set of functions I for which expression (6) makes 
sense (Dal is the generalized derivative) contains Hk(Q). Accord
ingly, Hk (Q) can be taken as the domain of definition of :t. 

If all the functions aa(x), I a I ~ k, are continuous in Q, for
mula (6) also defines a linear operator from C(Q) into C(Q) (the 
linear differential operator from C(Q) into C(Q)). In this case as 
the domain of definition of :t one can take Ck(Q). 

A particular case of :t acting from L 2(Q) into L2(Q) (from C(Q) 
into C(Q)) is the operator Da, I a I = k, that associates with I in 
lJk(Q) (Ck (Q)) its generalized (classical) derivative. The operator 
Da from L 2(Q) into L 2(Q) is unbounded, because the sequence 
lm(x) = eim(x,+. · ·+xn), m = 1, 2, ... , of functions in Hk (Q) 
which is bounded in L2(Q) (II lm IIL.(Q) = VTQT, m = 1, 2, ... ) is 
mapped into the sequence gm(x) = (im)1aleim(x,+. • .+xn>, m = 

= 1, 2, ... , unbounded in L 2(Q) (II gm IIL.(Q) = mla I YTQI-+ oo 
as m-+ oo). 

It can be similarly shown that the operator :t, k > 1, from L 2(Q) 
into L 2(Q) is also unbounded, and so are the operators Da and Z 
from C(Q) into C(Q). 

If :t is regarded as an operator from Hk(Q) into L 2 (Q) or from 
Ck(Q) into C(Q), then it is bounded, because for any I E Hk(Q) 
(Ck(Q)) 

II Zl IIL,(Q)<:const II f IIHk<Q> (II Z/ IIC(Q)<:const II I llck(Q)). 
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PROBLEMS ON CHAPTER III 

1. A ball S = {II x II < 1} in a Banach space is said to be strictly convex 
if for any points x and y, x =I= y, on the unit sphere II x II = II y II = 1 and any 
a E (0, 1) the point ax+ (1 -a) yES, that is, II ax+ (1 -a) y II < 1. 

Is the unit ball strictly convex in spaces C(Q), L1(Q), L2 (Q)? 
2. Let x he a point on the unit sphere in C(Q) (L1(Q)). Find the set of all 

points yon the unit sphere such that all the points of the segment ax + (1 - a)y, 
0 <: a <: 1, lie on this sphere. 

3. The set Cl< (Q) is a linear manifold in CI<(Q}. Denote by b(Q) the clo-

sure of this set in the norm rna~ ~ l Dal (x) j: b (Q) = Cl< (Q). What func
xEQ I a !~k 

tions is b (Q) composed of? 

4. Show that if iJQ E Cl<, then W"'(Q) is everywhere dense in CI<(Q). 
Let B be a Banach space, and a~lt, Jlf' its subspaces. We say that B is the 

direct sum of &'It and .;V': B = &'/t(J)Jll' if any element I of B is uniquely expressed 
as the sum h+l2 , where 11 ~&'It and 12 E Jlf'. If the Hilbert space H = &'lt(J).;V" 
and &'It j_ .;11, then &'It (.Jf(') is called orthogonal complement of .J/(' (&'It) in H. 

5. Express Cl<([a, b]) as a direct sum of the subspace Ck([a, b)) and a sub
space .Jlf'. Find the dimension of ,jf/. 

6. The set of functions belonging to L 2 (Q) that vanish (a.e.) in Q', Q' c Q, 
is a subspace of L2 (Q). Find its orthogonal complement. 

7. Consider the function I (x) = ra!p in the plane x = (x1 , x2 ) = (r cos !p, 
r sin !p), 0 <: !p < 2n. For what a does the function 1 belong to H1(Q}, where Q 
is (a) the disc {r < 1}, (b) {r < 1, !p =I= 0}? 

8. Suppose that the sequence of functions lm(x), m = 1, 2, •.. , in Cl< (Q) 
converges weakly in L2 (Q) to a function I and the sequence Dalm, m = 1, 2, ... , 
for some a = (a1 , ••• , an}, I a I = k, is bounded in L2 (Q). Show that I has 
generalized derivative Dal. 

9. Suppose that the sequence of functions lm(x), m = 1, 2, ••. , in C1 (Q) 

converges weakly in L2 (Q), and the sequences 881m, i=1, .•• , n, m = 1, 2, ... , 
. Xi 

are bounded in L 2 (Q). Show that the sequence lm,m = 1, 2, ••. , converges 
strongly in L 2 (Q). Give an example of a sequence that satisfies the formulated 
conditions but is not compact in H1(Q). 

10. Show that if the sequence of functions lm(x}, m = 1, 2, ... , in Cl< (Q), 
k ~ 1, converges weakly in L2 (Q) to a function I and for all a = (a1 , ••• , an), 

I a I = k, II Dalm IIL,(Q) <: const, m = 1, 2, ... , then (a) f E HI<(Q), (b) the 
sequence fm m = 1, 2, ... , converges to f strongly in Hl<-1 (Q). 

11. Prove that for any function f(x) E HI< (K) (f(x) E Cl< (K)), where K is an 
n-dimensional cube, there is an extension F(x}, with compact support, into 
a wider region Q, Q 2> K, that belongs to Hk(Q) (Ck(Q)), and satisfies the 
inequality II FIIHII.(Q) <: C II f IIHII.(K)' where the constant C > 0 does not 
depend on f. 

12. Let x0 be a point in a region Q of the n-dimensional space Rn, n > 1. 
Show that the closure of the linear manifold of functions that are continuously 
differentiable in 7j and vanish in some neighbourhood (different for different 
functions) of x0 coincides with H1 (Q). 
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i3. Show that the set H1(a, b) of all functions I E H 1(a, b) for which l(a) = 
= 1 (b) is a subspace of the space H 1(a, b). Show that ifl(a, b) c ifl(a, b) c 
c H 1(a, b). Find the orthogonal complement of W(a, b) in H1(a, b) and that 
()[ H1(a, b) in H 1(a, b), and construct orthonormal bases for the spaces H1(a, b), 
Ifl(a, b) and H 1(a, b). 

Let a function IE L 2 (K), where K is the cube {I x1 I <a, i = i, ... , n}. 
According to Fubini's theorem, for almost all Xn = ~ E (-a, a) the function 
l(x1 .~) is defined and belongs to L 2 (K 1 ), where K 1 is the (n - i)-dimensional 
eube {I x1 I < a, t = i, ... , n - 1 }. This function will be referred to as the 
value of I on the section K n {xn = ~}. Similarly, for almost all x' = ~I E K. 
a function 1(~1 , xn) is defined and belongs to L 2 (-a, a). This function will be 
referred to as the value of I on the section K n {x 1 = ~I}. 

For a function IE H 1(K) there exists the trace flxn=s• for all xn = ~ E 
~ [-a, a], belonging to L 2 (K1). 

i4. Prove that if IE H 1(K), then for almost all ~· E K 1 its value 1(~1 , xn) 
()n the section K n {x 1 = ~I} belongs to the space H1 ( -a, a), for almost all 
~ E (-a, a) its trace llnn=s and its value l(x1

, ~)on the section K n {xn = ~} 

belong to H 1(K1 ). 

i5. Prove that the set of traces of all functions in H 1(Q) on an (n - i)-di-
mensional surface S c Q does not coincide with L2 (S). 

i6. Prove the following assertions: 
(a) If I E H 1(Q), then I I I also belongs to H 1(Q), 
(b) If the functions fi, ... , IN belong to H1(Q), then the functions 

max (/1 , ••• , IN) and min (fi, ... , IN) also belong to H1(Q). 
17. We shall say that a function l(x) belongs to the class ca(Q) for some a, 

0 <a< 1, if for any strictly interior subregion Q1 , Q1~ Q, there is a constant 
C = C(Q 1

) such that for all points X 1 , x" in Q1 the inequality I l(x1 ) - l(x")'l ~ 
~ C I x 1 - x" Ia holds. If this inequality holds with some constant C for all 
X 1

' x" in Q, then we say that the function I (x) belongs to the class ca(Q). 
PI +1 

Show that if IE H 102c (Q) (Q is an n-dimensional region}, then IE ca (Q) 

[~] +1 [~] +1 
for any a<[n/2J+i-n/2, and if IE H 2 (Q} or IE H 2 (Q) and 

[~] +1 . -
iJQEC 2 , then IECa(Q) for any a<[n/2]+1-n/2. 

k+1+ [~] ( 
i8. Prove that any bounded set in H 2 (Q) Q is ann-dimensional re-

k+1+ [~1-) -
gion, iJQ E C 2 is compact in Ck(Q). 

i9. Suppose that the functions k(x), a(x), p(x) belong to C(Q), a(x) E C(iJQ), 
k (x) > 0, a (x) ;;;;;;: 0, p (x) ;;;;;;: 0 in Q, a (x) ;;;;;;: 0 on aQ. Show that the bilinear 
form 

Wi(f, g)=) (kVfVg+afi) dx+ () pi dx) ( J pg dx) 
Q Q Q 

with a + p $ 0 and the bilinear form 

W2 (!,g)= J (kVtvi+alg) dx+ ( J at dS) ( J ag dS) 
Q aQ aQ 
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when either a $ 0 or a $ 0 defined on H 1(Q) determine scalar products in 
Hl(Q) which are equivalent to the scalar product 

(!, g)H•co>=) (V/Vi+{i> dx. 
Q 

20. Suppose that the function k(x) E C2([0, 1]) and k(x) > 0 for x > 0. 
By Hk(O, 1) denote the completion of the set of functions in C1([0, 1]) vanishing 

1 

for x = 1 in the norm generated by the scalar productl ~ k(x) /'(x) g'(x) dx. 

0 
Prove that Hk(O, 1) c £ 2(0, 1) if and only if lim k(x) ·x-2 > 0. 

X-++0 

21. Show that the scalar products (/, g)'= ) ~ Da/Dag dx and (/,g)"= 

Q )al~k 

= ) ~ Da/Dag dx are equivalent in the space Hk(Q). 

Q rar=k 
22. Let f E £2(0, 1). The linear functional lt(u) = (/, u)L.(Q) is bounded in 

Hk(O, 1) for any k > 0. By Riesz's theorem, there exists (a unique) element 

FEHk(O, 1) such that lt(u)=(F, u)ok for all uEHk(O, 1). Find F and 
H (0, 1) 

show that FE Hk(O, 1) n H2k(O. 1). (For scalar 
1 1 

product take (a) (!,g)= 

= J /ck>gck>dx, (b) (/, g)= .\ (J'k>iJ<k> +/g) dx, where f k)= dkf ) 
dxk • 

0 0 
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CHAPTER IV 

ELLIPTIC EQUATIONS 

§ 1. GENERALIZED SOLUTIONS OF BOUNDARY-VALUE 
PROBLEMS. EIGENVALUE PROBLEMS 

1. Classical and Generalized Solutions of Boundary-Value Problems. 
Suppose that in an n-dimensional region Q there is given the elliptic 
equation 

:t;u = div (k(x) vu) - a(x) u = f(x), (1} 

whose coefficients are real-valued and satisfy the conditions 

a(x) E C(Q), k(x) E C1(Q), k(x) > k 0 > 0 for all x E Q. 

The function u(x) and the free term f(x) of the equation may be, 
in general, complex-valued. 

A function u(x) belonging to C2(Q) n C(Q) is called a (classical) 
solution of the first boundary-value problem or the Dirichlet problem 
for Eq. (1) if it satisfies Eq. (1) in Q and the condition 

u iaQ = <p(x), (2) 

where q;(x) is a given function, on the boundary fJQ. 
The function u(x) E C2(Q) n C1(Q) is called a (classical) solution 

of the third boundary-value problem for Eq. (1) if it satisfies Eq. (1} 
in Q and on the boundary fJQ the condition 

( :~ +a(x) u} lao= q;(x), (3) 

where a(x) E C(fJQ) and <p(x) are given functions. It will be as
sumed that a(x) > 0. 

If the function a (x) in (3) is identically zero, then the third bound
ary-value problem is termed the second boundary-value problem or 
the Neumann problem. 

When n = 1, Eq. (1) becomes an ordinary differential equation 

:£u == (k(x) u')' - a(x) u = f(x). (11) 
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The region Q in this case is an interval (a, ~), while the boundary 
conditions of the first and third boundary-value problems are, res
pectively, of the form 

and 

where c:p 0 , c:p1 , a0 > 0, a1 > 0 are some given constants. 
Suppose that the function u(x) is a classical solution in Q of the 

first boundary-value problem (1), (2). We multiply (1) by an arbit-

rary function v(x) E Ct(Q) and integrate the resulting identity 
over Q. By means of Ostrogradskii's formula, we obtain 

J (k'Vu v;+auv) dx=- J f;dx (4) 
Q Q 

(the integral over the boundary fJQ vanishes, because v has compact 
support). 

If we additionally assume that the partial derivatives of the solu
tion Ux. E L 2 (Q), i = 1, ... , n, that is, that u(x) E H 1(Q) and 

l 

f(x) E L 2(Q), then the integral identity (4) holds not only for all 

v(x) E C1(Q) but also for all v E H1(Q). To see this, we consider 

any function v E ifl(Q) and a sequence of functions v11(x), k = 
= 1, 2, ... , in b(Q) that converges to v in the norm of H 1(Q). The 
identity (4) holds for each of v,.. (x). Letting in this k- oo, we find 
that the identity (4) holds for v also. 

Thus, iff E L 2(Q), the classical solution u of the problem (1), (2) 
belonging to the space H 1(Q) satisfies the integral identity (4) for 

all v E H1(Q). 
We introduce the following definition. 
A function u E H 1(Q) is called the generalized solution of the prob

.lem (1), (2) with f E L 2(Q) if it satisfies the identity (4) for all v E 
E IP(Q) and the boundary condition (2). In the boundary condi
tion (2), the equality is understood as the equality of elements of 
L 2(fJQ), and uioQ is the trace of u. 

Note that the above definition of a generalized solution is not a 
,complete generalization of the corresponding classical notion, 
because in order that a classical solution u(x) be a generalized solu
tion it should be subject to additional conditions of "integral char
acter", namely, it must be such that u E H 1(Q) and Zu E L 2(Q), 
where :£ is the operator in (1). 

In an analogous manner one can introduce the notion of general
ized solution of third (second) boundary-value problem for Eq. (1). 



ELLIPTIC EQUATIONS 171 

Suppose that the function u(x) is a classical solution of the third 
boundary-value problem (1), (3). Assume that the right-hand side 
j(x) of Eq. (1) belongs to L 2(Q) and the function <p(x) present in the 
boundary condition (3) belongs to L 2(aQ). We multiply (1) by an 
arbitrary function v (x) E H 1(Q) and integrate the resulting identity 
-over Q. Then Ostrogradskii's formula yields the integral identity 

) (kVu V'v + auv) dx+ l kauv dS =- J fv dx + ~ k<pv dS, (5) 
Q fJQ Q oQ 

which is satisfied by the classical solution u(x) for all v(x) E H1(Q). 
We now introduce the following definition. 
The function u E H 1(Q) is termed a generalized solution of the 

third (second, if a (x) = 0) boundary-value problem for Eq. (1) with 
f E L 2(Q), <p E L 2(aQ), if it satisfies (5) for all v E H 1(Q). 

In defining the generalized solutions the functions v in identities 
{4) and (5) were assumed to be complex-valued, but they may as 
well be assumed real-valued. Indeed, if the function u E H 1(Q) 
satisfies, for example, the identity (4) for all complex-valued func-

tions v E IJl(Q), then it obviously satisfies the same identity for 
0 

all real-valued v E H1(Q). Conversely, if the function u E H 1(Q) 

satisfies (4) for all real-valued v E H1(Q), then the same identity 
holds also for any complex-valued v = Re v + i Im v belonging to 

0 

H 1(Q), because it holds for functions Rev and Im v belonging to 
0 

fll(Q). 
Note that we have, in fact, already encountered (Sec. 3.1, Chap. I) 

generalized solutions of boundary-value problems for Eq. (1) (in 
the two-dimensional case) in deriving the equilibrium conditions of 
a membrane: the integral identities (4) and (5) appearing in the 
definition of generalized solutions coincide with the identities (4) 
and (1) of Sec. 3.1, Chap. I. 

The definitions of generalized solutions of boundary-value problems 
for Eq. (1) apply equally well to one-dimensional case. A function 
u E H 1(a, ~) satisfying the boundary conditions (21) (from Theo
rem 3, Sec. 6.2, Chap. III, it follows that u E C([a, ~])) is a general
ized solution of the first boundary-value problem for Eq. (11) if for 

any v E H1(a, ~) 

~ ~ 

J (ku';' + auv) dx = - ' tv dx. 
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A function u E H1(a, ~) is a generalized solution of the third (sec
ond) boundary-value problem for Eq. (1 1) if for any v E H 1(a, ~) 
~ 

J (ku't? + GUV) dx + k (~) <J1U (~) V (~) + k (a) <JoU (a);- (a) 
a 

~ 

= - J fv dx + k (~) cp1v (~) + k (a) fPov (a). (51) 

The present section is devoted to the study of generalized solu
tions of boundary-value problems. Since the generalized solutions 
are elements of the Hilbert space H 1(Q), the general results of 
Chap. II will be widely used. 

The investigation of classical solutions of the boundary-value 
problems is a considerably more difficult problem and it is natural to 
divide this into two simpler problems: first, the generalized solution 
is constructed, and then by establishing (under appropriate condi
tions) its smoothness it is shown to be a classical solution. The smooth
ness of generalized solutions will be proved in the next section. 

2. Existence and Uniqueness of Generalized Solution in the Sim
plest Case. To examine the questions of existence and uniqueness of 
generalized solutions of boundary-value problems, it is convenient to 
start with the case when the boundary conditions are homogeneous 
(that is, cp = 0). By definition, a generalized solution of the bound-

ary-value problem (1), (2) with cp = 0 is the function u E ifl(Q) 

satisfying for all v E Ffl(Q) the integral identity (4): 

) (k'Vu Vv+auv) dx=- J f;dx. 
Q Q 

The generalized soiution of the third (second) boundary-value prob
lem (1), (3) with cp = 0 is the function u E H 1(Q) satisfying for all 
v E H 1(Q) the integral identity 

,\ (k'Vu '\Tv+ auv) dx + ) kauv dS = - ) /;- dx. (6) 
Q ~ Q 

Suppose that a(x) :> 0 in Q. Then, by Theorem 6, Sec- 5.6, 
Chap. III, a scalar product 

(u, v). = \ (k'Vu Vv+ auv) dx, (7) 
H'(Q) d 

equivalent to the usual scalar product ( (u, v) = ) (Vu "1/v + uV} dx} 
Q 

can be introduced in the space /Jl(Q). Using this, the identity (4) 
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may be put in the form 

(u,v). =-(f,v)L,(Q)· (8) H•(Q) 

For a fixed f E L 2(Q) (f, v)L,(Q) is a linear functional on H1(Q}, 

v E H1(Q). Since 

I (f' V)L,(Q) 1-< II f I!L.(Q) II v IIL,(Q)-< c II f IIL,(Q) II v "H•(Q) 

in which the positive constant C does not depend on f and v, this 
functional is bounded and its norm does not exceed C II f IIL,(Q)· 

By Riesz's theorem (Theorem 1, Sec. 3.2, Chap. II), there is a 

function F1 in if1(Q) such that (f, v)L,(Ql = (F1 , v). for all v E Hl(Q) 
E H1(Q). Such a function is unique and satisfies the inequality 

II F 1 II• ~ C II f IIL2(Ql· Accordingly, in FJl(Q) there is a unique Hl(Q) 
function u = F1 satisfying the identity (8). 

Thus we have proved the following theorem. 
Theorem 1. If a(x) > 0 in Q, then for any f E L 2(Q) there exists 

a unique generalized solution u of the problem (1}, (2) (with <p = 0). 
J~f oreover, 

(9) 

where the positive constant C does not depend onf. 
If a (x) > 0 and at least one of the functions a(x) or a(x) does 

not vanish identically, then, by Corollary to Theorem 5, Sec. 5.6, 
Chap. III, the scalar product 

(u, v)H•<Q>= ~(k'Vu'V;-+auv)dx+ ~kauvdS, (10) 
G aq 

-equivalent to the usual scalar product, can be introduced in H 1 (Q). 
Therefore identity (6) can be rewritten as 

(u, V)H•(Q)= -(f, V)L,(Q)• (11) 

Since for a fixed f E L 2 (Q) the functional (f, v)L,(Ql• which is li
near in v E H 1(Q}, is bounded: I (/, v)L,(Ql I ~ II f IIL,(Q) II v IIL,(Q) :::;;: 
~ C II f IIL,(Ql II v IIHl(Ql• where the constant C > 0 does not depend 
<>n for v, by Riesz's theorem there is a unique function F 2 in H 1(Q) 
such that (j, v)L,(Q) = -(F 2 , v)Hl(Q) for any v E H 1(Q), and 
II F 2 IIHl(Q) ~ C II f IIL2<Ql· Therefore in H 1(Q) there exists a unique 
function u = F 2 satisfying (11). 

Thus we have proved the following theorem. 
Theorem 2. lf a(x) > 0 in Q and at least one of the functions a(x) 

<Jr a(x) does not vanish identically, then for any f E L 2(Q) there 
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exists a unique generalized solution u of the problem (1), (3) (with 
<p = 0). Moreover, 

(12) 

where the positive constant C does not depend on f. 
Remark. If f is a real-valued function, then the solutions of the 

boundary-value problems obtained in Theorems 1 and 2 are also 
real-valued. Indeed, let u = Re u + i Im u be the generalized 
solution of one of these boundary-value problems. Since the coef
ficients of the equation and the function f are real-valued, from (4) 
(or (6)) it follows that the function Re u is also a generalized solu
tion of the same problem (the function v in (4.) and (f.) may te con
sidered real-valued). The uniqueness of the solution implies that 
u =He u. 

3. Eigenfunctions and Eigenvalues. A nonzero function u(x) is 
called an eigenfunction of the first boundary-value problem for the 
operator Z = div (k(x) V) - a(x) if there exists a number A such 
that the function u (x) is a classical solution of the following problem: 

Xu = J..u, x E Q, (13) 

ulaQ = 0. (14) 

The number A is called the eigenvalue (corresponding to the eigen
function u(x)). 

It is obvious that to every eigenfunction there corresponds only 
one eigenvalue but not vice-versa. In particular, if u(x) is an eigen
function, then so is the function cu(x) for any constant c =t= 0 cor
responding to the same eigenvalue. Accordingly, we may consider 
eigenfunctions normalized, for instance, by the condition ll u !IL,(Q) = 
=1. 

Let A be an eigenvalue and u(x) an eigenfunction of the first 

boundary-value problem, and let u(x) E ffl(Q). Multiplying (13) 

by . an arbitrary v E ffl(Q) and integrating the resulting equation 
over Q, we obtain the integral identity 

) (kVuV-; +au;) dx = -A ~ u; dx (15) 
Q Q 

which is satisfied by u for all v E H1(Q). 

A nonzero function u E ifl(Q) is called the generalized eigen
function of the first boundary-value problem for the operator Z if there 
is a number A such that the function u satisfies the integral identity 

(15) for all v E H1 (Q); the number A is called the eigenvalue (corres
ponding to the generalized eigenfunction u). 
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It will he assumed that II u IIL.<Q> = 1. 
A nonzero function u(x) is called the eigenfunction of the third 

(second) boundary-value problem for the operator :t = div (k(x) V) -
- a(x) if there is a number lv (the eigenvalue corresponding to u(x)} 
such that u(x) is a classical solution of the following problem 

Zu='Au, xEQ, 

( ~~ + a(x) u) [OQ = 0. 

As is easy to see, the eigenfunction of the third (second) boundary'
value problem satisfies for all v E H 1(Q) the integral identity 

J(kvuvv+auv)dx+ JkauvdS=-'AJuvdx. (16)' 
Q oQ Q 

A nonzero function u E H 1(Q) is called the generalized eigenfunc
tion of the third (second) boundary-value problem for the operator :t 
if there is a number "A (the eigenvalue corresponding to u) such that. 
the function u satisfies the identity (16) for all v E H 1(Q). 

It will be assumed that II u IIL.(Q) = 1. 
The further consideration in this section will be confined to gen-

eralized eigenfunctions and their corresponding eigenvalues. It will 
be convenient to regard the identities (15) and (16) defining the gen
eralized eigenfunctions as identities in the scalar products in 

spaces L 2(Q) and ifl(Q) or H 1 (Q), respectively. 
Put m = min a(x) (here it is not assumed that a(x) >- 0). Then, 

xeQ 
the function 

-a(x) = a(x) - m + 1 >- 1 in Q. 

Therefore a scalar product (equivalent to the usual scalar product)· 

in H1 (Q) can be defined by the formula 

(u, v)o = l(kVuVv+auv)dx, (17) 
H•(Q) J 

Q 

while in H 1(Q) by 

(u, v)H•(Q) = J (kVuVv + auv) dx + ) kauv dS. 
Q aQ 

Then (15) and (16) can be rewritten as 

and 

(u, v)o =(-'A-m+1)(u, v)L,(Q) H•(Q) 

(u, v)H•<Ql = (-'A-m+ 1) (u, v)L,(Q)• 

We shall first prove the following assertions. 

(18) 

(19) 

(20)· 
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Lemma 1. There is a bounded linear operator A acting from L 2(Q) 

into iP(Q) with the domain of definition L 2(Q) such that for all v E 
E ffl(Q) the following relation holds: 

(u, v)L.CQ> =(Au, v) o • 
H•(Q) 

(21) 

The operator A has an inverse A - 1 . If A is regarded as an operator 

from H1(Q) into H1(Q), it is selfadjoint, positive and completely 
continuous. 

Lemma 1'. There is a bounded linear operator A' acting from 
L 2 (Q) into H1(Q) with the domain of definition L 2(Q) such that for 
all v E H 1(Q) the following relation holds: 

(u, V)L,(Q) = (A'u, V)H•(Q)· (21') 

The operator A' has an inverse A' -1 . If A' is regarded as an operator 
jrom H 1(Q) into H 1(Q), it is selfadjoint, positive, and completely 
continuous*. 

We shall prove Lemma 1; Lemma 1' is proved in the same way. 
Proof of Lemma 1. For any (fixed) function u E L 2(Q) the function-

al l(v) = (u, v)L,(Q)• which is linear in v, v E ffl(Q), is bounded, 
because 

ll (v) I= I (u, v)L.cQ> 1-< II u IIL,(Q) II v IlL.<~><:: C II u lk.co> II v IIH•<Q> •. 

Therefore, by Riesz's theorem, there exists a unique function U E 
0 

·E H 1 (Q), II U IIIft(Q) = Ill II:::;:; C II u IIL.(Q)• such that l(v) = 
0 

= (U, v)o for all v E H 1(Q). This means that on L 2(Q) an oper-
H•(Q) 

ator A is defined (which is obviously linear): Au = U, for which 
{21) holds. Since II Au llo :::;:; C II u IIL.CQh the operator A from 

H•(Q) 
0 

L 2(Q) into H 1(Q) is bounded. If for ~orne u E L 2(Q) Au = 0, then, 

by (21), (u, v)L.<Q> = 0 for all v E H 1 (Q), that is, u = 0. This im
plies that the operator A -1 exists. 

The operator A from Ffl(Q) into ifl(Q) is selfadjoint, as can be 

seen from (21): (Au, v)o = (u, v)L,(Q) = (v, u)L,(Q) = 
H•(Q) 

= (Av, u)o = (u, Av)• ; (21) also implies that the operator A 
H•(Q) H 1(Q) 

is positive. 

* The form of operators A and A' depends, of course, on the scalar product 
defined in ifl(Q) and H 1(Q), respectively. Here scalar products (17) and (18) 
are used. 
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0 0 

Let us show that A as an operator from H 1(Q) into H 1(Q) is 
completely continuous. Consider an arbitrary set of functions bound-

o 

ed in H 1(Q). By Theorem 3, Sec. 5.4, Chap. III, this set is com
pact in L 2 (Q). This means that from any of its infinite subsets we 
can choose a sequence U 8 , s = 1, 2, ... , which is fundamental in 

0 

L 2(Q). Since the operator A fmm L 2 (Q) into H 1(Q) is bounded, 
and hence continuous, the sequence Au8 , s = 1, 2, ... , is funda-

mental in H1 (Q). I 
By Lemma 1, the identity (1?) can be written in the form of an 

operator equation in the space H1(Q): 
0 

- (A- + m- 1) Au = u, u E H 1(Q). (22) 

Similarly, (20) can be written, using Lemma 1 ', as an operator 
equation in the space H 1(Q}: 

-(A-+ m -1)A'u = u, u E H 1(Q). (22') 

Thus the number A, is an eigenvalue of the first (third) boundary
value problem for the operator:£ and u is the corresponding genera
lized eigenfunction if and only if - (A- + m - 1) is the character
istic value of the completely continuous selfadjoint operator A 

0 0 

from H 1(Q) into H 1(Q) (A' from H 1(Q) into lfl(Q)) and u is the 
corresponding eigenelement. 

Therefore from the results of Sec. 5, Chap. II it follows that there is 
at most a countable set of eigenvalues of the first (third) boundary
value problem; this set does not have finite limit points; all the 
eigenvalues are real; to every eigenvalue there corresponds a fmite 
number (the multi~licity of the eigenvalue) of mutually orthogonal 

eigenfunctions in H 1(Q) (in H 1(Q)); the eigenfu~ctions correspond

ing to different eigenvalues are orthogonal in lfl(Q) (in H 1(Q)). 
Note that corresponding to each eigenvalue A, of the f1rst (third) 

boundary-value problem one can choose exactly k, k being the mul-
o 

tiplicity of A, mutually orthogonal real eigenfunctions in H1(Q) 
(in H 1(Q)). Let u '~ Re u -+- i Im u be the eigenfunction corres
ponding to the eigenvalue A. Since A, and the coefficients k(x) and 
a(x) are real, the functions Re u and lm u, as follows from (15) or 
(ifi), are also eigenfunctions corresponding to the same A, (the func
ti-on v in (15) or (Hi) may be considered real-valued). It is not dif
ficult to check that the inaximum number of mutually orthogonal 
real eigenfunctions is k. 

Let 

12--0594 
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be the sequence of all the eigenvalues of the first (third) boundary
vahle problem for the operator :£ in which each eigenvalue is re
peated according to its multiplicity. Let 

(24) 

be a system of mutually orthogonal generalized eigenfunctions 
0 

(II U 6 IILi(Q) = 1) in H 1(Q) (H1(Q)); each Us corresponds to the 
eigenva ue "-s: 

-(As+ m- 1) Au8 = u., s = 1, ... , (25) 

for the first boundary-value problem and 

-(As+ m- 1) A'u8 = U 8 , s = 1, ••. , (25') 

for the third boundary-value problem. 

Scalar! multiplication in H1(Q) (H1(Q)) of (25) ((25')) by u8 

gives, in view of (21) ((21')), 

llusW• rr"= -(A8 +m-1)llualll.(Q)= -(A8 +m-1), (26) 
H•(Q) 

II Uallk•(Q) =- (A8 + m-1) II Uslli,(Q) =-(As+ m-1), (26') 

which may be written (the scalar products in H1(Q) and H 1(Q) are 
defined by formulas (17) and (18)) in the form 

~kl'VU8 j2 dx+) (a+l..s)lusl2 dx=0 (27) 
Q Q 

for the first boundary-value problem and 

Jkj'Vu8 j2 dx+ )<a+As)lu8 j2 dx+ )kaju,j2 dS=0 (27') 
Q OQ 

for the third boundary-value problem. 
It follows from equality (27) that for all s = 1, 2, 

'-.<-m= -min a(x). 
xeQ 

Similarly, from (27') it follows that for all s = 1, 2, 

A8 < -m= -min a(x), 
xEQ 

(28) 

(28') 

and for all s = 1, ... strict inequality holds if either a(x) ;¢: const 
or cr(x) :f= 0. If, however, a(x) == 0 (the second boundary-value 
problem) and a(x) == const, a(x) = m, then among the eigenvalues 
of the second boundary-value problem there is one that equals - m 
and the corresponding eigenfunction is equal to const = 11VTQI. 
This eigenvalue has multiplicity 1, because, by (27'), all the eigen-
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functions corresponding to it satisfy the relation J k I vu 12 dx = 

Q 
= 0, that is, are constants. 

It follows from (26) ((26')) that the system 

ul Us 
,/ ' ... ' ,/ . . .. y 1-m-jA.1 y 1-m-1..8 

is orthonormal in H1(Q) (in H 1(Q)). By Corollary 1 to Theorem 2, 

Sec. 5.2, Chap. II, this system is an orthonormal basis for ifl(Q) (for 

H 1(Q)). And since the space H1(Q) (H1(Q)) is infinite-dimensional, 
it follows that the set (24), and therefore also (23), is infinite. Hence 
'A.~- oo ass~ oo. 

Scalar multiplication in H1(Q) (H1(Q)) of (25) ((25')) by ub 
j =!= s, and the use of (21) ((21')), gives the identity -('A.+ m-1) X 
x· (u., ui)L.<Q> = 0, that is, the system (24) is orthonormal in 
L 2(Q). As the linear manifold spanned by the system (24) (and 

therefore by the system (24)) is everywhere dense in ifl(Q) (H1(Q)), 
it is also everywhere dense in L 2 (Q). Accordingly, the system (24) 
is an o'fthonormal basis for L 2(Q), that is, any element f E L 2(Q) 
can be expanded in a convergent Fourier series in L 2(Q): 

(29) 

and the Parseval-Steklov equality holds: 

"" 
lrt IIL.<Q> = 2J It .12• 

a=t 

Suppose that the function f E H1(Q) (H1(Q)). It can be expa:nded 
in a Fourier series with respect to the orthonormal b~is (24) that 

converges in ifl(Q) (H1(Q)): 

00 

= ~ ( J' Y Us A. ) - V Us (30) 
s=1. 1-m- s .H•'{Q) 1-m-l..s 

for the first boundary-value problem (/ E H1(Q)) and 

00 

!= ~ (t, (30') 
a=t 
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for the third boundary-value problem (f E H 1(Q)). Moreover, the 
following Parseval-Steklov equalities hold: 

00 

~I (t. 
s=1 

and 
00 

~ I { /, V !_::_As ) H•(QJ == 1/ f //h•(Q)· 
s=! 

The series (30) ((30')), of course, converges to f in the norm of 
L 2(Q) also. A comparison of this series with the series (29) shows 

that Is=(/, Us)L1 (Q) = (1, Vi Us ')., ) o Vi 1 ')., (Is= 
-m- s H•(Q) -m- s 

- ( f us ) V 1 ) • Therefore 
- 1 V1-m-'J.,s H•(Q) 1-m-A8 

00 

s=! 

00 

(II I llh•(Q) =(1-m) II I lli.<Q>- 2J '-sl fs/ 2), 
s=! 

whence it follows, in view of (28), that 

;JO 00 00 

2J l'-sllfsl2-<- h As/ls/2 +2/m/ ~ lfsl2 
s=i s=i s=i 

-<II t IIA:,<Ql + (21 m I+ I m -11 ) II t llt.<Q> 

and similarly (in view of (28')) that 

00 

2J I '-s II !s 12 -<11 f /lk•<o> + (2/ m I+ I m-11) II t IIL<Q>· 
s=i 

Thus we obtain the inequality 

00 

.6i I '-.II Is /2 -<C !If IIA,<ol' (31) 
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where As, s = 1, 2, ... , are eigenvalues of the fHst boundary-value 

problem with f E ifl (Q), and the inequality 

00 

2J I As II fs P~<: c II f 1111-•<Q), (32) 
s=l 

where A8 , s = 1, 2, ... , are eigenvalues of the third boundary
value problem with f E H 1(Q). The constant C in (31) and (32) does 
not depend on f. Thus we have proved the following theorem. 

Theorem 3. The eigenvalues A1 , A2 , ••• of the first or third (second) 
boundary-value problem for the operator :£ = div (k(x) V) - a(,x) 
are real and As -+ - oo as s-+ oo. When a(x) =I= const, the eigenval
ues of the first and third, with a =1= 0, boundary-value problems as well 
as those of the second boundary-value problem (a = 0) satisfy the ine
quality As< -min a(x) for all s = 1, 2, ... , When a(x) is a 

xEQ 
constant, a (x) = m, the eigenvalues of the second boundary-value 
problem satisfy the inequality As ~ - m, s = 1, 2, . . . , and there is 
an eigenvalue that is equal to -m whose multiplicity is 1 and to which 
there corresponds the generalized eigenfunction 1/VTQT. The gener
alized eigenfunctions u1(x), u2(x), ... of the boundary-value prob
lems under consideration constitute an orthonormal basis for L 2 (Q), 
that is, any function f E L 2(Q) can be expanded in a Fourier series 

(29) which converges in L 2 (Q). When f E ]Jl(Q), the series (29) in 
terms of the generalized eigenfunctions of the first boundary-value 

problem converges in ]Jl(Q) and the inequality (31) holds. When f E 
E H 1(Q), the series (29) in terms of the generalized eigenfunctions of 
the third (second) boundary-value problem converges in H 1(Q) and 
the inequality (32) holds. 

4. Variational Properties of Eigenvalues and Eigenfunctions. The 

operator A defined by the relation (21) and acting from ]Jl(Q) into 

iJl(Q) is selfadjoint, completely continuous and positive (Lemma 1), 
therefore, by Theorem 1, Sec. 5.1, Chap II, its first characteristic 
value, obviously positive, is 

2 2 

_ . f II f llii•<Q) = 1. nf II f llii'<Q) 
I-tt- 1on (Af, f) o II f 11 2 

IEH 1(Q) Ht(Q) IEH'(Q) L.(Q) 

(the norm of f in ifl(Q) is defined corresponding to the SC!J.lar pro
duct (17)). The functional II f IIA•<Q/11 f IIL<Q) assumes the value fA- 1 

when f = u1 , where u1 is the f1rst eigenelement of the operator A .. 
Therefore the first eigenvalue of the first boundary-value problem 
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for the operator :£ is given by 

2 ) (k I V/l2 +a I If') d31 
~ -- +1- · f ll/llk•<Q>-- 1"nf Q (33) 
"'t - m loll 11/112 - 0 [' 

/EH'(Q) L,(Q) /EH'(Q) j lfl2 dz 
Q 

and the exact lower bound of the functional 

~ (k IV/ 12 +a I f 12) dx /) I !12 dx 
Q Q 

on the space fit (Q) is attained through the first eigenfunction u1 • 

The results of Sec. 5.1, Chap. II, imply that (k+ 1)th character-
z 

istic value flk+t of the operator A is equal to inf ll/ll.ff•<Q> 
/EH•(Q) 11/II}.,(Q) • 

(/, Ui)Hl(Q)=O 

i=t, •••• k 

Since, according to (21), (!, ui).fl•<Q> = f.tt (/, Aut).ff•<Q> = f.tt (/, Ut)L,(Ql• 

i = 1, 2, ... , it follows that ~-

f.tk+t = inf 
/EH'(Q) 

(I, u1)L,(Q)=O 
i=1, ••.• h. 

21 

11/llkt(Q) 
11/lli.(Q) • 

Thus the (k + 1)th eigenvalue of the first boundary-value problem 
for the operator X is given by 

2 

"-k+t = -m+ 1- inf 
11/llk•(Q) 
11/lli,(Q) 

The functional 

teil•<Q> 
(/, ui)L,(Q)=O 
i=i, ... , R 

inf 
teH•(Ql 

(!, ut>L,(Q)=O 
i=i, ..• , R 

S (kJV/I2 +aJ/J2)dz 
Q 

J (kiV/I2 +al/l2)dx/) I fl2 dx 
Q Q 

(34) 

attains its exact lower bound through the eigenfunction uk+1 on the 

subspace of the space Jp (Q) that is composed of all the functions 
orthogonalJin the space with the scalar product, L 2(Q), to the eigen
functions u1, ••• , uk of this boundary-value problem. 
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In exactly the same manner, for the third (second) boundary
value problem for the operator Z 

At = - m + 1- inf 11 1 11 ~'<Q> 
/EH•(Q) II f IIL.(Q) 

~ (kjVfl 2+alfl2)dx+ S kaJfl 2 dS 
=- inf Q l'Q 

/EH 1(Q) s I f 12 dx 

inf 
/EH 1(Q) 

(/, ui)Lo(Q)=O 
i=1, ••. , h. 

Q 

~ (klVfl 2+alfl 2)dx+ ~ kalfl 2 dS 
Q BQ 

The exact lower bound of the functional 

~ (k!V/I 2 +alfl2)dx+ ~ kalfl 2 dS 
Q BQ 

~ It 12 dx 
Q 

(33') 

(34') 

on H 1(Q) is attained through the first eigenfunction u1 • The exact 
lower bound of this functional is attained through the (k + 1)th 
eigenfunction u11.+1 on the subspace of H 1(Q) consisting of all the 
elements orthogonal to the space with the scalar product, L 2 (Q}, to 
the eigenfunctions u1 , ••• , u11. of the respective boundary-value 
problem. 

Formulas (33) and (33') can be combined into one: 

~ (k IV/ l2 +a I I 12) dx+ S ka II 12 dS 
At= -in£ Q BQ (33") 

/EG S If 12 dx 
Q 

moreover, 1.1 is the first eigenvalue of the third (second, if a = 0) 
boundary-value problem for the operator Z if G = H 1(Q), and 1.1 

is the first eigenvalue of the first boundary-value problem if G = 

= ifl(Q) (when f E ifl(Q), the integral J ka I f 12 dS = 0) . 
BQ 

Similarly, formulas (34) and (34') can be combined into one: 

inf 
lEG 

(/, ui>L.(Q)~Il 
i=1, .. h. 

~ (kjV/I 2+alfl2)dx+ S kajfl 2 dS 
Q BQ (34") 



184 PARTIAL DIFFEREN:TIAL EQUATIONS 

Sometimes the application of formulas (34), (34'), (34") in finding 
the (k -t- 1)th eigenvalue AH1 becomes difficult as they depend on 
the knowledge of the preceding eigenfunctions u1, ... , uh. A form
ula for calculating A7<+ 1 will be obtained below which is free from 
this defect. 

We take arbitrary k functions cp1 , ••• , cpk belonging to L 2(Q) 

and denote by R (cp1 , ••• , cph) the subspace of ffl (Q) which con
sists of functions f that are orthogonal to the functions cp1, •.• , cpk 
in the space with the scalar product, L 2(Q): (f, (Ps)L,(Q) = 0, s = 
= 1, ... , k. Let 

2 

. . II I lhh<Q> 
d(cpt, .•. , qJk)= -m-t-1- mf 11/112 ' 

/ER(<i'J, •.. , cpk) L.(Q) 

and let dk+ 1 be the exact lower bound of the number set {d (cpi> 
... , cpk)} taken over all the possible systems of functions qJ1, 

••• , (jlk belonging to L 2(Q): 

dk+t = inf d ( (jlt. ••• , cpk). 
(q>l, •••• q>k) 

q>8EL2(Q) 
s=i, ... , h 

We shall show that dk+1 = A-k+ 1 , where A-lt+ 1 is the (k + 1)th 
eigenvalue of the first boundary-value problem for the operator :£. 

Since d (u1 , •.. , uh) = Alt+ 1 (formula (34)), it follows that 
dk+1 ::::;;; A,k+l· We shall now establish the reverse inequality. To do 
this, it is enough to construct for an arbitrary fixed choice of the 
system cp1, ..• , cpk a function f in R (cp1, ... , cpk) such that 
II f IIL,(Q) = 1 and 

II f IIA•<Q) < - AHt- m + 1. 

The function f will be sought in the form 
k+l 

f=~f.u., 
s=l 

f s = (/, Us)L1(Q). 

Then the conditions f E R(qJ1, ... , cp1,) and II f IIL,(Q) = 1 become 
h+l 

(/, CJ)p)L,(Q)= 2J f.(u., CJ)p)L,(Q)=O, p=1, ... , k, (35) 
s=l 

k+l 

11/IIL<Ql= 111.12 =1. 
s=l 

(36) 

Since the linear system (35) regarding the vector (/1, ••. , fk+I) is a 
homogeneous system of k equations in k -t- 1 unknowns, it has always 
a nontrivial solution. It is always possible to satisfy the normalizing 
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condition (3G). Since, in view of (26) and (3H), 
h+1 h+1 

II I IIA1(Q) = 5~ I 1./2 11 Us IIAs(Q) = .J1 1 /..12 (- lv.-m + 1) 

h+1 

-< ~ /lsl 2 (-/vh+1-m+1)=-A-h+t-m+1 
•=1 

(recall that 'A1 ;::?: 'A2 > ... > 'AH1), it follows that I is the desired 
function. 

Thus the (k + 1)th eigenvalue of the first boundary-value problem 
for the operator Z is given by the formula 

( 
II f 11~1<Q>) AJt+t = inf - m + 1 - inf 

(QJ 1 ••..• Qlh) !EEP(Ql II f llt,(Ql 

QJ8 ELz(Q) (/, QJ;)L,(Q)=O 
s=i, ... , h i=i, ... , h 

2 

= -m+1- sup inf 
(Qll' •.•• <Ph) fEll1(Q) 

<PsEL.(Q) (!, <P;)L.(Q)=O 
s=i' . • •, k i=i' .. •' k 

II fllihQ> 
11/lli,(Q) 

) (k I Vf 12 -f-a If 12) dx 
Q 

t:xpressing the so-called minimax property of the eigenvalues. 

(37) 

Exactly in the same manner the formula for (k + 1)th eigenvalue 
of the third (and second) boundary-value problem for the operator 
Z is established: 
~ + 1 . f II f II}P(Q) II.Jt+t = - m - sup m 1 2 

(<Pl •••. '<Ph) IEH1(Q) II IIL.(Q) 
<P EL2 (Q) (/, <P;)L2 (Q)=0 

s=f. .. . , h i=!, ... , h 

sup in£ 
(<PI' ..• '<Ph) /EH1(Q) 

<P·EL,(Q) (! • <P;)L2(Q)=0 
i=i, ... ,h i=i, ... ,k 

S (k1Vfl2 -f-alfl2)dx-f- S kalfl 2 dS 
Q OQ 

Formulas (37) and (37') can be combined into one: 

~ (k I Vf 12 -f-a If 12) dx-f- ~ ka If 12 dS 
Q OQ 

(37') 

(37'') 
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in which A,H1 is the (k + 1)th eigenvalue of the first boundary-value 

problem for the operator div (k(x) V) - a(x) if G = H1(Q), and 
A,H 1 is the (k + 1)th eigenvalue of the third (second, if cr = 0) 
boundary-value problem if G = H1(Q). 

The minimax property of eigenvalues furnishes a possible way of 
-comparing the eigenvalues of various boundary-value problems. 

Theorem 4. 1. Let A,t A,~X, A,~II be the kth eigenvalues of the first, 
.second, and third (for some cr ::;? 0) boundary-value problems for the 
-operator Z = div (k(x) V) - a(x). Then A,~ :::;:;; A,~II :::;:;; A,l1 for all 
k = 1, 2, .... 

2. Let A,lt be the kth eigenvalue of the first, second or third (for some 
·a = a' ::;? 0) boundary-value problems for the operator Z' = 
= div (k'(x) V) - a'(x), and let A,~ be the kth eigenvalue of the 
first, second or third (for some cr = cr"::;? 0) boundary-value problems 
for the operator Z" = div (k"(x) V) - a"(x). If k' ::::;:;; k", a' :::;:;; a" 
in Q and in the case of the third boundary-value problem a' :::;:;; cr" on 
;)Q, then Att::;? A,~ for all k = 1, 2, .... 

3. Let Q' be a subregion of the region Q, Q' c Q, and 'A.k(Q), 'A.k(Q') 
be the kth eigenvalues of the first boundary-value problem for the opera
tor Z = div (k (x) V) - a (x) in Q and Q', respectively. Then 
:Ak(Q) ::;? 'A.k(Q') for all k = 1, 2, .... 

Proof. Let k > 1. Since the value of the functional present in 
{37") after the sign inf in the case of the third boundary-value prob
lem (cr ::;? 0) is not less than its value for the second boundary
value problem (cr = 0) and the set G in both cases is the same, G = 

= H1(Q), it follows that 'A.~II:::;:;; A.l1. The inequality A.~:::;:;; 'Alii also 
follows from (37"), because the set G over which inf is taken in the 
-case of the third boundary-value problem is wider than the set G 

for the first boundary-value problem: H 1(Q) ::::> ifl(Q). 
Assertion 1 for k = 1 follows from (34)". , 
2. Assertion 2 follows from (37") (for k > 1) and from (34") 

{when k = 1), because the value of the functional appearing after 
the inf sign for the operator Z" is not less than the corresponding 
value for the operator Z'. 

3. Since the set ifl(Q) contains the set Ffl(Q) of functions belong

ing to H1(Q) and vanishing on Q"'.Q', we have for k > 1 

J..k(Q) = - sup in£ T(f) 
(q>1' •••• q>k-1) IEH•(Q) 

q>sEL,(Q) (I • q>s)L,(Q)=O 
s=1, ••• , lt-1 s=1, •.• , lt-1 

~ - sup inf T(f) 
(q>1' •••• q>k-1) ..2.. 

q> EL.(Q) (f /EH'(Q) -0 
s=1,8 ••• , k-1 · •q>s)L.(Q)-

s=1, ..• , It-



where 

If k= 1, then 
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sup inf T(f) = A.k(Q'), 
(q>l, • • • • !llk-1> teH•<Q'> 

!llsEL,(Q') (f, !lls>L.(Q')=O 
s=1, ••• , k-1 s=1, ••• ,k-1 

~ (k I Vf 12+ a If j2) dx 

T(f) = ....:::.Q--=----

S I /1 11 dx 
Q 

A.1(Q) =- inf T(f)?;:- inf T(f) = A. 1(Q'). I 
teH•<Q> te!i.cQ> 

5. Asymptotic Behaviour of Eigenvalues of the First Boundary
Value Problem. We first consider the eigenvalues of the first bound
ary-value problem for the Laplace operator ~ (of the operator:£ = 
= div (kV') - a with k = 1, a = 0) in the cube K 1 = {0 < X; < l, 
i = 1, ... , n} with side l > 0. The generalized eigenfunction 
u(x), corresponding to the eigenvalue A., of the first boundary-value 
problem for the operator ~ in K 1 is defined to be a function belong-

ing to H1(K 1) which satisfies the identity 

1 V'u V'v dx = - A. ) uv dx 
Kz Kz 

for all v E H1(K1). 

It can be easily verified that the function Um, ••. mn (x) = 
n 

( 2 )n/2 fl nm·x· = T sin -z-' -' with integers m1 > 0, ... , mn > 0 is an 
i=1 

eigenfunction of the boundary-value problem under discussion; the 
ll 

corresponding eigenvalue is - 711 (m: + ... + m~). The system 

of functions um, ... mn(x) for all integers m; > 0, i = 1, ... , n, 
is orthonormal in L 2(K 1). Since any function belonging to L 2(K z) 
and orthogonal to all um, ... mn is zero (this is proved just as the 
corresponding assertion in Sec. 4.4, Chap. III, for the system of 
functions um, ... mn = exp { i (m1x1 + . . . + mnxn)} in the cube 
{I X; I< n, i = 1, ... , n}), this system constitutes an orthonor
mal basis for L 2(K 1), and accordingly contains all the eigenfunctions 
of the first boundary-value problem for the operator ~ in K 1• 

Thus there is a one-to-one correspondence between the set of all 
the eigenfunctions of the problem in question and the set of all the 
points (m1, ••• , mn) with positive integer coordinates, and there
fore also the set of all the cubes Km, ... mn = {m; - 1 ~ x; ~ m;, 

i = 1, .•. , n }. And the eigenvalue corresponding to the function 
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Um, ••. mn (x) is equal to the square of the distance from the point 
(m1 , ••• , mn) to the origin multiplied by -n2/Z2 • Thus the multi
plicity of the eigenvalue 'A equals the number of points with integer 
coordinates lying on a sphere of radius V -'A l/:rr. In particular, the 

2 
number - 72 n is the first eigenvalue; its multiplicity is 1. The cor-

d . · f t" · ( ) ( 2 )' n/2 . :n:x1 . :n:xn respon mg etgen unc wn IS u1 ••• 1 x = T sm-l- ... srn -l-. 

The next eigenvalue is - 7: (n + 3); its multiplicity is n. The 

corresponding eigenfuctions are u 1 ••. 1 , 2 , 1 •.. 1 (x) = (f) n;2 X 
'-.--' 

i-1 
. :n:x1 • llXi-1 . 2:n:xi • llXi+l • :n:xn • i 

X Slll -l- ... Sin -l- Sin -l- Sln-l- ... Sin -l-, ~ = , ... , n. 

Let N(p) denote the number of eigenvalues (having regard to 
the multiplicity) which do not exceed some p > 0 in absolute 
value. N(p) is equal to the number of points (m, ... , mn) with 

positive integer coordinates for which mi + ... + m;-< !: p or, 

what is the same, is equal to the volume of a solid M Vii" lin com

posed of all the cubes Km, ... mn for which mi + ... + m; < : 2 p. 

Since MVillfncSViilln={lxl< ~ Vr, xi~O, i=1, ... , n}, 

N(p)-<J SYPI/nl = ;nnn ~: p"/ 2 • On the other hand, for p>n 7: 
M v'Pl!n =:J S V"PI;n- Vii• 

X e~p-Vnf 

n:n:2 a 
therefore for p > ---y2, N(p) ~ znnn X 

Let the eigenvalues be numbered, as usual, in increasing order: 
0 > 'A1 ~'A2 > . . . (every eigenvalue in this sequence occurs 
according to its multiplicity). Consider any eigenvalue 'A. of multi
plicity p 8 , Ps > 1, and assume that 'A •, ••. , 'A., ••• , 'A +p" for s-p8 s 8 

some p; > 0, p; > 0, p; + p; + 1 = Ps are all the eigenvalues 
equal to 'A •. 

The number Ps is equal to the volume of the solid composed 
of the cubes Km, ... mn whose vertices (m1, ••• , mn) lie on a sphere 

of radius f I 'As 1112 with the origin as the centre. This solid is 

contained in sl ~. 11/21/n '-.__S I~. 11/21/n-Yn' so Ps-< 2~~n [ ( ~ I 'As I) n/2
-

- ( ~ I "'·1- Vn) n;z J . 
In particular, noting that 'A 8 -+-oo as S-+oo, we find that 

l" Ps 0 
liD I A Jnf2 = . 

s-..ao :s 
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From the definition of the function N (p) it follows that 

s+ p; = N(l A8 j). Accordingly, :;n ( ll;sl- V1i)n/Z -<:s+ p;~ 

-<: :2n ( ll;s I r12 • And since O-<: p:-<:p., the ratio s/1 As lnf2 has a 

limit that equals ::n lnf2:rr,-nf2 • Therefore (recalling that ... -<:"'z~ 
-<:A1 <0) there are constants C0 and Ct> O<Co-<:Ct> such that 

(38) 

for all s = 1, 2, 
Since the eigenvalues do not depend on the coordinate system 

chosen, the inequalities (38) for the eigenvalues of the first boundary
value problem for the Laplace operator continue to hold if the cube 
K 1 is replaced by any other cube with side l. It is easy to see that 
the eigenvalues of the first boundary-value problem for the operator 
k0 11 - a0 , where k0 > 0 and a0 are constants, in a cube with side l 

are -k0 7: (m~ + ... + m;)- a0 , where m 1 , ••• , mn are posi

tive integers. Thus the inequalities (38), with some constants C0 

and C1 (depending on k0 ) hold also for them for all s, starting with 
some s0 (depending on k 0 and a 0). 

We now examine the general case. 
Theorem 5. Let 'A 8 , s = 1, 2, ... , be the eigenvalues of the first 

boundary-value problem for the operator X = div (k(x) V) - a(x) 
in the region Q. There exist constants C0 and C1, 0 < C0 ~ C1 , and a 
number s0 such that the inequalities 

(39) 

hold for all s?;:: s0 • 

Proof. Suppose that ~s and As are eigenvalues of the first bound-

ary-value problem in Q for the operators Z = div (kV)- a= k/1.- a 
and X=k/1.-a, respectively, where k=maxk(x), k=mink(x), 

- ~ - ~ 

a= max a(x), a= min a(x). Then, by Assertion 2 of Theorem 4, 
xEQ - xEQ 

ts-<:As-<:As for s = 1, 2, .... 
By K' and K" we denote the cubes such that K' c Q c K", and 

by ~ and A; the eigenvalues of the first boundary-value problem for 

the operator X in K' and the operator X in K", respectively. By 

Assertion 3 of Theorem 4, 1; ~ X. and 'A; :> A8 for all s. The con
clusion of the theorem now follows from the fact that starting with 
SQ]'H~ s = s0 the inequalities (39) hold for~~ and ~~· I 
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6. Solvability of Boundary-Value Problems in the Case of Homo
geneous Boundary Conditions. In Subsec. 2, we examined the question 
of existence and uniqueness of generalized solutions of the first 
and third (second) boundary-value problems for Eq. (1) under the 
assumption that a(x) > 0 in Q. Now the general case will be dis
cussed. 

Let m = min a(x). The identities (4) and (6) can be written 
:x:eQ 

in the form 

(u, v)H•(Q) + (m-1) (u, v)L,(Q) =- (/, v)L,(Q>• (4'} 

(u, V)H•(Q)+(m-1)(u, V)L,(Q)= -(j, V}L,(Q)t (6'} 

where the scalar products in Ffl(Q) and H 1(Q) are defined by for
mulas (17) and (18). By Lemma 1, Sec. 1.3, the identity (4') is equiv
alent to the operator equation 

u + (m - 1) Au = - Af (40} 

in the space H1(Q), while the identity (6'), by Lemma 1', to the 
operator equation 

u + (m- 1) A'u = -A'f (40'} 

in the space H 1(Q) (recall that AfE ifl(Q}, A'f E H1(Q}). The oper

ator A from H1(Q) into H1(Q) (A' from /J 1(Q) into H 1(Q)) is 
completely continuous. Therefore for the investigation of Eq. (40) 
((40')) Fredholm's theorems can be applied (Theorems 1-4, Sees. 4.3-
4.7, Chap. II). 

(1) If the number -m + 1 is not a characteristic value of the 
operator A (A'), then by Fredholm's first theorem Eq. (40) ((40'}) is 
uniquely solvable with any f E L 2 (Q}, and the inequality II u llw<Q> ~ 

~ cl II At IIHl(Q) ~ c II I lb<Q> (II u IIHl(Q) ~ c II I IIL2(Q)) holds, 
where the constant C > 0 does not depend on f. Since -m + 1 is a 
characteristic value of the operator A (A') if and only if zero is an 
eigenvalue of the first (third) boundary-value problem for the opera
tor :£, we have established the following theorem. 

Theorem 6. For any f E L 2(Q), there exists a unique generalized 
solution u(x) of each of the boundary-value problems (1), (2) and (1), 
(3) with homogeneous boundary conditions ( q> = 0), provided that zera 
is not an eigenvalue for the operator :£.Moreover, the inequality 

ll u IIH•(Q)< c II f IIL,(Q)• 

where the constant C > 0 does not depend on f, holds. 
(2) If -m + 1 is a characteristic value of A (A') (then, of course, 

m =1= 1), we use Fredholm's third theorem. In this case, in order 
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that Eq. (40) ((40')) be solvable it is necessary and sufficient that the
equality (Af, up)Hl(Ql = 0 ((A'f, up)Hl(Q) = 0) hold for all the eigen
functions up of the operator A (A') corresponding to the character
istic value -m + 1. Eq. (40) ((40')) has a unique solution u which 

is orthogonal in H1(Q) (H1(Q)) to all the functions up, and for this
solution the inequality II u ll.ff1(Ql ~ C II f IIL2(Ql (II u IIHl(Q) ~ 

~ C II f IIL.(Q)) holds in which the constant C > 0 does not depend 
on /. Any other solution of Eq. (40) ((40')) is expressed as the sum 
of the solution u and a linear combination of the functions uw 

From the definition of operators A and A' ((21) and (21'), respec-

tively) it follows that orthogonality in H1 (Q) (H1 (Q)) of functions· 
A/ (A'f) and up is equivalent to that of functions f and up in L 2(Q) • 

• 
What is more, the orthogonality in H 1 (Q) (H1 (Q)) of the solution u 
of Eq. (40) ((40')) to the eigenfunction Up is equivalent to their ortho
gonality in L 2(Q), because, in view of (21) ((21')) 

(u, Up).ff•(Ql =(1-m) (Au, Up).ff,(Q)- (Af, Up)HI(Q) 

= (1- m)(Au, up).ff•<Q> = (1- m)(u, up)L.(Q) 

({u, Up)H•(Q) =(1-m) (u, Up)L1(Q))• 
We thus have the following result. 

Theorem 7. If zero is an eigenvalue of the first or third (second) 
boundary-value problem for the operator :£, the necessary and sufficient 
conditions for the problem (1), (2) or (1), (3) with homogeneous bounda
ry conditions ( q> = 0) to have a generalized solution are the following: 
(/, up)L.<Q> = 0 for all generalized eigenfunctions up of the respective 
problem corresponding to the zero eigenvalue. The problem (1), (2) or 
(1), (3) (with q> = 0) has a unique solution u which is orthogonal to all 
the eigenfunctions: (u, up)L.<Q> = 0. This solution satisfies the in
equality 

II u IIH•(Q)-<C II f IIL.(Q)• 

where the constant C > 0 does not depend on f. Any other solution is 
expressed as a sum of this solution u and a linear combination of the 
functions uw 

From Theorem 3 it follows that zero is an eigenvalue of the second 
boundary-value problem (a= 0) for the operator :£ when a== 0; 
the eorresponding unique eigenfunction is 11VTQ"T. Therefore Theo
rem 7, in particular, implies 

Theorem 8. For the problem 

div (k(x) vu) = f' :: laQ = 0, 
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to have a generalized solution it is necessary and sufficient that 

\ fdx=O. 
Q 

Under this condition, there is a unique solution u satisfying the condi

tion j u dx = 0, and this solution satisfies the inequality 
Q 

II u IIH•(Q)-< c II f IIL.(Q), 

where the constant C > 0 does not depend on f. Any other generalized 
solution u of this problem can be expressed as u = u + c1 , where c1 is a 
constant. 

Remark. If f is a real-valued function, then the solutions described 
in Theorem 6 are also real-valued. This assertion is proved just as the 
corresponding assertion in Remark at the end of Subsec. 2. The solu
tions mentioned in Theorems 7 and 8 could also be considered real
valued, provided, of course, all the corresponding eigenfunctions 
are taken real-valued and one considers their linear combinations 
with real coefficients only. 

7. First Boundary-Value Problem for the General Elliptic Equa
lion. The results of the foregoing subsections are easily extended to 
the case of more general elliptic equations. To illustrate it, we con
sider the following boundary-value problem: 

n n 

Zu= 2} (atj{x)ux.)x.+ 2} a1(x)ux.+a(x)u=f(x), xEQ, (41) 
i, j=1 ' J i=1 ' 

u laQ = 0, (42) 

where the real-valued coefficients au(x) E C1(Q), a1(x) E C1(Q), 
a(x) E C (Q), i, j = 1, ... , n; the matrix II a;; (x) II is assumed to 
be symmetric and posi ti ve-defini te ( ellipticity of Eq. ( 41)), that is, 
it satisfies the inequality 

n n 

LJ au(xHt£i~'\' ~ £t (43) 
i, j=1 i=1 

with a constant y > 0 for any real vector (£1 , ••. , sn) and any 
point x E Q. 

The classical solution u(x) of the problem (41), (42) is defined in 
the usual manner: this is a function \Vhich belongs to C2(Q) n C(Q) 
and satisfies (41) and (42). By means of Ostrogradskii's formula, it is 
easily seen that iff E L 2 (Q), .the classical solution of the problem (41), 

(42) belonging to i'fl(Q) satisfies for all v E fii(Q) the integral iden-



tity 
n 

~ ~ UtjUxi;;xJ dx 
Q i,i=t 

n n 

+ ~ u[~ atVxi+(~ Uixi-a) v]dx=- ~ fvdx. (44) 
Q i=i i=i Q 

The function u E JJ 1(Q) is called a generalized solution of the 
0 

problem (41), (42) if for all v E H 1(Q) it satisfies the integral iden-
tity (44) with f E L 2(Q). 

According to Theorem 6, Sec. 5.6, Chap. III, we can define in 

H1(Q) a scalar product 
n 

(u, v)H•<Q> = ) ~ atiUxijx1 dx 
Q i, i=i 

which is equivalent to the usual scalar product. In view of this, the 
identity (44) can be written as 

n n 

(u, v).ff,(Q)+(u, -~ a 1 vx1 +(~ aix1-a)vh.<Q>= -(!, v)L.(Q)· (45) 
1=1 t=i 

Lemma 2. 1. For any functions a0(x), a 1(x), ... , an(x) contin
uous in Q there exists a bounded linear operator A acting from L 2(Q) 

into ift (Q) and defined on the whole L 2 (Q) such that 

n 

(u, i~t aiv"1+aovh.<Q>=(Au, v)H•<Q> 

0 

for all v E H1(Q). 

2. The operator A regarded as an operator from H1(Q) into H1(Q) is 
completely continuous. 

Proof. Since for a fixed u E L 2(Q) the linear functional l (v) = 
n 

= (u, ~ a1vx. +aovh.<Ql (vE /Ji(Q)) defined on Ffl(Q) is hounded: 
i=1 ' 

n 

ll (v) 1~11 u IIL,(Q) II.~ atVx1 +aov /k.<Q>~C II u IIL,(Ql II v IIH:•<Q>' where 
t=i 

the constant C > 0 depends only on II a1 llc<Q>' i = 0, 1, ... , n, by 

Riesz's theorem there is a unique element U E H1(Q) such that 

l(v)=(U, v)H:•cQ> for all vE Fft(Q), and IIUIIA•cQ>=IIlii~C llu IIL,<Q>· 
This means that an operator A (obviously, linear) is defined on 

13-0594 
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L 2(Q) that maps L 2(Q) into H1(Q): Au= U. This operator is 

bounded, IIAII~C, and for any uE L2(Q) and vEH 1(Q) the identity 

n 

(u, i~i a;vx1 + a0v)L,(Q) =(Au, v)H•(Q) 

holds. 
0 

Let us demonstrate that A regarded as an operator from H 1 (Q) 

into ]Jl(Q) is completely continuous. Take any bounded set in JJI (Q). 
This set is compact in L 2 (Q), by Theorem 3, Sec. 5.4, Chap. III. 
Therefore from any infinite sequence of its elements a subsequence
can be chosen which i~ fundamental in L 2(Q). Since A as an opera-

tor from L 2(Q) into H 1(Q) is bounded (and therefore continuous). 
0 

it maps this subsequence into a fundamental sequence in H 1(Q). Ac-

cordingly, the operator A from H1(Q) into H1(Q) is completely 
continuous. I o o 

The linear functional (/, v)L,((,!) defined on H1(Q) (v E H1(Q)) 
is bounded: I(/, v)L,(Q) I~ C II f IIL,(Q) II vII· , therefore Riesz's 

H•(Q) 
0 

theorem guarantees the existence of a unique element F E H 1(Q) 
I 

such that for all v E H 1(Q) (f, v)L,(Q) = (F, v)H•(Q)' and II F IIH•(Q) ~ 
~ c II t IJL;(Q)· 

n 

Thus, by means of Lemma 2 (put a0 = ~ aix. -a), the integ-
i=i I 

ral identity (44) defining the generalized solution can be written 
. 0 

in the form of an operator equation in the space H 1(Q): 

u+Au=F, (46} 

n 

Lemma 3. If ; L a.ix1- a;;;;:;:: 0 in Q, then the homogeneous equa-
i=t 

tion ( 46) has only a trivial solution. 
Proof. Let u denote the solution of the equat'ion u +Au= 0. Scalar 

multiplication in H1(Q)' of this· equation by u gives IJuW. + 
• • • 2 H•(Q) 

+(Au, u) H•(Q) = 0, whiC:tJ, 1mphes .that. II u lln•<Q> + Re (Au, u)H•<Q> = 0. 
' '- 1 . , , ax 

Since Re a1ux1u = 2 (a; Ju f>x1 - T lu 12 and u laQ = 0, it follows 
~ ' t ' 



ELLIPTIC EQUATIONS 195 

that 
n n 

Re(Au, u)H•(Q)=Re) {~ a!uxJi+ (~ aix;-a) JuJ2 ) dx 
Q i=1 i=1 

n n 

= ) { ~ ; (a;! u J2)x; + ( ; ~ aix;- a) I u 12 ) dx 
Q i=1 i=1 

n 

= J (; ~ aix;-a) I u J 2 dx~O. 
Q i=1 

Hence II u IIA•<Q> < 0, that is, u = 0. I 
Lemma 3 coupled with Fredholm's first theorem yields the follow

ing 
n 

Theorem 9. If {-~ aix1 - a >- 0 in Q, then the generalized solution 
i=1 

of the problem (41), (42) exists for any f E L 2(Q) and is unique. 
8. Generalized Solutions of Boundary-Value Problems with Non

homogeneous Boundary Conditions. Let us first examine the problem 
(1), (2). We recall that the generalized solution of this problem is 
defined to be a function u E H 1(Q) satisfying the integral identity (4) 
and whose trace on the boundary 8Q equals the boundary function <p. 

The definition of a generalized solution imposes a natural condi
tion on the boundary function <p. This function must be required to 
have an extension into Q which belongs to H 1(Q). In the sequel it 
will be assumed that this condition is fulfilled, otherwise the general
ized solution of the problem (1), (2) cannot exist. From the theorem 
on traces of functions belonging to H 1(Q) it follows that <p must be
long to the space L 2(8Q), but this is not enough for the function to 
have an extension into Q by means of a function which belongs to 
H1(Q); what is more, even its continuity is not enough for \his pur
pose. We shall return to this problem at the end of this subsection 
where we obtain a necessary and sufficient condition for such an 
extension in the case of a circle. 

Note that such an extension c>xists when 'P E C1(8Q). By Theo
rem 2, Sec. 4.2, Chap. III, there follows the existence of a function 
Cl>(x) in C1(Q), and more so in H 1(Q), such that Cl>loq = <p and 
II Cl> IIH•(Q):::;; C1 ll <p llct<aQh where the constant C1 > 0 do~s not 
depend on <p. 

Thus, suppose that there is a function Cl> E lfl(Q) such that 
Cl>IBQ = <p. With the aid of the substitution u- Cl> = w, the prob
lem of finding the generalized solution u reduces to that of finding 

13• 
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0 

a function wE H 1(Q) which satisfies the integral identity 

f (kV'wVv + awv) dx = -) (kV<DVv + a<Dv +tV) dx (4') 
Q Q 

0 

for cdl 1· E H 1(Q). 
Note that if <DE H 2(Q) (when oQ E C2 , for this it is enough that 

cp E C2(8Q)), the identity (4') can be written as 

.\ (kvwvv+awv)dx=- .l Tvdx, 
Q Q 

where / = f- div (kV<D) + a<D, that is, the problem reduces to 
the one investigated in Subsecs. 2 and 4. 

As in Subsec. 2, we confine ourselves to the case when a(x) :> 0 
in Q. Introducing in ifl(Q) the scalar product according to formu
la (7), identity (4') can be written in the form 

(w, v)H•(QJ = l(v), 

where l(v) =- ~ (kv<Dvv + a<Dv + fv) dx is a linear functional 
Q 

defined on fP(Q) (v E Ffl(Q)). Since 

jl (v) I< II fi!L,(QJ II v IIL,(QJ +max k (x) Ill V<D IIIL,(<JJ Ill V'v IIIL,(Q) 
xf:.Q 

+ m~a (x) ·II<D IIL,<QJ II v IIL,(QJ~C2 (II/ IIL,<Q> +II <D IIH•<o>) II v IIA•<Q>' 
xEQ 

where the constant C 2 > 0 depends only on the coefficients k and a, 
the functional l is bounded and Ill II,::;:; c2 (II t IIL,(Q) + II <D IIH•(Q)). 
Therefore by the Riesz theorem there is a unique function w in 

H1(Q) which satisfies (4') and is such that II w II c = Ill II ~ H•(Q) 
,::;:; c2 (II t IlL,(() + II <D IIH•(C.,))· Then the function u = w + <D is a 
generalized solution of the problem (1), (2). Furthermore, 

II u IIH•<o>~ c3 (II t IIL,<Q> +II <D IIH•<Q>>· 

where the constant C 3 > 0 does not depend on f or <D, and hence 

II u IIH•<Q> .;;c (!I I I!L,<Q> + inf II <D IIH•<Q>), (47) 
<I>f fll(Q) 
<I> laQ='P 

where the constant does not depend on f or qJ. If the boundary func
tion f~ E C1(8Q), these inequalities imply the inequality 

llnliH•<O> <::;; C (II fiiL,(Ql +II qJjb(aQJ)· ( 47') 
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Let us show that the above solution is unique. Indeed, if there is 
another generalized solution u', then the difference u= u - u' be-

longs to /Jl(Q) and, by virtue of (4), satisfies the integral identity 

j (k·;;iuvv + ai:;V} dx = 0 for all v E Ffl(Q). Since the left-hand 
Q 

side of this identity is the scalar product in Ffl(Q) of functions u 
and v, it follows that u = 0. 

Thus we have proved the following assertion. 
Theorem 10. If a(x) > 0 in Q and <p is the boundary-value of a 

function belonging to H 1(Q), then there exists a unique solution u of 
the problem (1), (2). This solution satisfies the inequality (47), and thus 
also the inequality (47') with <p E C1 (8Q). 

Remark. As can be easily verified, the set&!/ of functions <p defined 
on 8Q which are traces of some functions <ll belonging to H1(Q) is a 
Banach space with the norm II <p ll&~t: = inf II <ll IIH•(Q)· In view 

<l>EH'(Q) 
<I>ioQ=IJ> 

of this, inequality (47) can be written in the form 

II u IIH•<ol< C (II I IIL,(Q) +II <p llaAz}. 

Next we consider the problem (1), (3). We recall that a function 
u E H 1(Q) is called the generalized solution of this problem if it 
satisfies the integral identity (5) for all v E H 1(Q). In this case it is 
assumed that the boundary function <p E L 2(8Q). 

Theorem 11. If a(x) > 0 in Q and either a(x) ¢ 0 in Q or a(x)¢ 
=I= 0 on 8Q, then for all f E L 2(Q) and <p E L 2(8Q) there exists a 
unique generalized solution u of the problem (1), (3). Moreover, 

II u IIH•(Q)<' C (II I IIL,(Q) +II <p IIL,(oQ)), (48) 

where the constant C > 0 does not depend on f or <p. 
Proof. By means of formula (10), we introduce in H 1(Q) a scalar 

product equivalent to the usual scalar product. Then the integral 
identity (5) can be written in the form 

(u, v)H•(Q) = l(v), 
where 

l (v) = - J liJ dx + .l kcp7; dS 
Q oQ 

is a linear functional on H1(Q) (v E H 1(Q)). 
By Theorem 1, Sec. 5.1, Chap. III, 

ll(v) I.:::;;;: II I IIL,(Q) II v IIL,(Q) +max k(x) ·II <p IIL,(oQ) II v I!L,(oQ) 
xEQ 
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where the constant C > 0 does not depend on f, cp or v. Therefore 
the functional l(v) is bounded and Ill II ~ C~(ll f IIL,(QJ + II cp IIL,(aQJ)· 
Accordingly, by Riesz's theorem, there is a unique function u in 
H 1(Q) satisfying the identity (5); moreover, II u IIH•<O> = Ill II ~ 
~ c (II f IIL,(Q) + II .IP IIL,(iJQJ)· I 

Now suppose that a(x) = 0 in Q and a(x) == 0 on fJQ in the prob
lem (1), (3). In~H1(Q) we deftne the scalar product 

(u, v)a•<Q>= ~ (kVuVv+uv)dx (49) 
Q 

equivalent to the usual scalar product. Then the integral identity (5) 
deftning the generalized solution of the second boundary-value prob
lem for the operator div (kV) assumes the form 

(u, v)a•<Q>- (u, v)L2(QJ = l(v), (50) 
where 

l(v)=- f fvdx+ .l kcpvdS (51) 
Q OQ 

is a linear functional on H 1(Q) (v E H1(Q)). Since, by Theorem 1, 
Sec. 5.1,~Chap. III, 

ll (v) 1~11 /IIL,(QJ II viiL,(Ql +maxk (x) ·II IPIIL,(aQ) II viiL,(BQ) 
xEQ · 

-<.C' (II f IIL,(Q) +II cp IIL.(BQ)) II v IIH•(Q)• 
where. the constant C' > 0 does not depend on f, cp or v, the function
al l (Ll) is bounded and Ill II~ C' (II/ IIL,(QJ + II cp IIL.(aQ>)· Accord
ing to Riesz's theorem, there exists a unique element F' in H1(Q) 
such that for all v E H 1 (Q) 

l(v) = (F', v)a•(QJ (52) 

and 

II F' lla•(Q)~C' (II f IIL,(QJ +II cp IIL,(BQJ) · (53) 

By Lemma 1', Subsec. 3 (the scalar product in H1(Q) is defined by 
the formula (49)), there is a bounded operator A' from L 2(Q) into 
H 1 (Q), with L 2(Q) as the domain of definition, such that 

(u, v)L,(QJ = (A'u, v)a•(Q) (54) 

for all v E H 1 (Q). If A' is regarded as an operator from H 1 (Q) into 
H 1 (Q), it is selfadjoint and completely continuous. 

With the aid of (52) and (54), the identity (50) can be replaced by 
an equivalent operator equation in the space H 1(Q): 

u- A'u = F'. (55) 
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Since for the function u1(x) == const = ,r 1 there holds the 
r I Q I 

relation; (u1, v)L.<Q> = (u1, v)H•(Q) (the scalar product in H 1(Q) is 
defined by the formula (49)) for any v E H 1(Q), it follows from (54) 
that (A 'u1 , v)H•<Q> = (u1, v)L.(Ql = (u1 , v)H•<Q>· This means that 
the number 1 is a characteristic value of the operator A' and u1 = 

= ,r 1 is the corresponding eigenfunction. Since any eigenfunc-
r I Q It 

tion u; of the operator A' corresponding to the characteristic value 1 
satisfies the equality (u;, u;)H•<Q> = (A 'u;, u;)H•(Ql = (u;, u;)L.<Ql• 
this eigenfunction satisfies 

) kl vu; IZdx=O. 
Q 

Accordingly, u; = const, that is, the number 1 is a nonrepeated 
characteristic value of the operator A'. 

According to Fredholm's third theorem, in order that Eq. (55) be 
solvable it is necessary and sufficient that the function F' be orthogo-

nal in }H1(Q) to the function u1 = ,r 1 : ( F', , 1 
1 ) = 0. 

y I Q I y I Q I H•(Q) 
This condition is equivalent, in view of (52), (51), to the condition 

- r fdx+ r kcpdS =0. (56) 
Q oQ 

When this condition is fulfilled, Eq. (55) has a unique solution u 
which is orthogonal in H 1(Q) to constant functions. This is a gener
alized solution of the problem under consideration. And, in view of 
(53), the inequality (48) holds, where the constant C does not depend 
on f or cp. All other solutions differ from u by constant terms. Since 
for functions in H 1(Q) the condition of orthogonality to constant 
functions in the scalar product (49) is equivalent to that of orthogo
nality to constant functions in L 2(Q) with a scalar product, we have 
established the following result. 

Theorem 12. For the existence of a generalized solution of the prob-

lem div (k(x) Vu) = f, 8
8u j = cp it is necessary and sufficient that 
n aQ 

equality (56) hold.· The generalized solution u is orthogonal to constant 
functions in L 2(Q) with a scalar product, is unique and satisfies the 
inequality t( 48). All other generalized solutions of the problem differ 
from the function u by constants. 

Remark. If f and· cp are real-valued functions, then so are the 
solutions described by Theorems 10-12. 

In the investigation of the first boundary-value problem for 
Eq. (1) with nonhomogeneous boundary condition there arose the 
following problem: Under what conditions the function cp E L 2(oQ) 
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has an extension into the region Q belonging to H 1(Q). As shown 
above, a sufficient condition for this is that the function cp belong to 
the space C1(iJQ). Now we shall obtain a necessary and sufficient 
condition for the case when Q is a disc. 

Let Q(n = 2) be the disc {I xI= p < 1}, x = (x1 , 'x2) = 
= (p cos 8, p sin 8). On the circle iJQ = {p = 1} we consider a real
valued function cp belonging to the (real) space L 2(iJQ), cp(8) E: 
E L 2(0, 2n). The Fourier expansion of cp(8), which converges in the 
norm of L 2(0, 2n), is of the form 

where 

00 

cp(8) = ~o + ~ (alt cos k8 + bk sin k8), 
k=1 

2n 

ak=! I cp(8)cosk8d8, k=O, 1, ... , 
0 

2n 

bit= ! J cp(8) sin k8 dO, k = 1, 2, ... , 
0 

are its Fourier coefficients. 
According to the Parseval-Steklov equality, 

00 

a~ ~ 2 2 1 2 2 + .:::J (ak + bk) = n I liP IIL.(O, 2:rt) < oo. 
k=1 

The following result holds. 

(57) 

Theorem 13. For the function cp(8) E L 2(0, 2n) to be a trace on the 
circle {I x I = 1} of a function belonging to H 1( I x I < 1) it is nec
essary and sufficient that the series 

00 

2j k(a~ + b~) (58) 
ll=i 

converge. 
By (57), the sequences alt, bk, k = 1, 2, ... , are bounded. There-

oo 

fore the function ~ (ak - ib~t) zk, where z = x1 + ix2 , is ana-
k=i 

lytic in the disc {I z I < 1 }. This means that the function 
00 

w(x) = w(p, 8) = ~0 + Re ~ (ak- ib~t) (x1 + ix2)h 
k=i 

= ~o + ~ pk(ak cos k8 + bn sin k8) (59) 
k=1 



ELLIPTIC EQUATIONS 201 

belongs to Coo ( 1 x I < 1), and the series (59) as well as those ob
tained from it by termwise differentiation converge absolutely and 
uniformly in the disc {I xI< r} for any r < 1. 

To prove Theorem 13, we shall require the following result. 
Lemma 4. In order that the function w(x) defined by the series (59) 

may belong to the space H 1( I x I < 1) it is necessary and sufficient 
that the series (58) converge. 

Proof. By wm(x) we denote the partial sum of the series (59)~ 

m 

wm(x)= ~o + ~ pk(akcoske+bksinke). 
1<=1 

Since all the functions of the system pk cos ke, pk sin ke, k = 
= 0, 1, ... , are mutually orthogonal in L 2(1 x I< 1) and 

II pk cos ke lli.<ixf<1) = II pk sin ke lli.oxi<O = 2 (k~ i) , k = 1, 2, ... ~ 
for any p and q, q > p, we have 

q n a:+b: 
llwq-wplli.oxl<t)= 2 ~ k+1 • 

l<=p+1 

Therefore the convergence of the series (57) implies that of the se
quence Wm (x), m = 1, 2, ... , in L 2 (1 x I< 1). Accordingly, the
function w E L 2(1 x I< 1), and the series (59) converges to it in 
L2 (I X I< 1). 

Assume that the series (58) converges. Then (for q > p) 

II Wq- Wp llkr<Jxl<t) = \ [ (wq- Wp)2 +I 'V (wq- Wp) 121 dx 
JxT<1 

1 2:rt 

=)pdp) [(wq-wp) 2 + (wqp-Wpp)2+ :2 (wqa-wpa) 2 ] de 
0 0 

q 

-~ ~ 
- 2 Ll 

l<=p+1 

asp, q-+ oo. That is, the sequence Wm, m = 1, 2, ... , converges. 
in H 1(1 x I< 1). Consequently, wE H 1(1 x I< 1). 

Suppose now that wE H 1(1 x I< 1). Since for any r < 1 the· 
sequence of norms 

m = 1, 2, ..• 
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being monotone nondecreasing, converges, as m-+ oo, to II w llhl(ixJ<rh 
the inequality 

m 

S k( a:+ b:) r 21t <~II Wm llkl(lxi<rl <;: ~ II w llkl(lxl <r) <;: +11:w l!kl(ixl<i l 
k=i 

h'Jlds for all r< 1 and all m. Consequently, the partial sums of the 
series (58) are bounded: 

m 

~ k(a:+b:)<-!t-IJwllhl(ixl<ih m=1, 2, ... , 
h=i 

that is, the series (58) converges. I 
Proof of Theorem 13. That the condition is sufficient is an immedi

ate consequence of Lemma 4, because, if the series (58) converges, 
the function w in (59) belongs to H 1(1 x I< 1) and its trace on the 
circle { l.x I = 1} is <p. 

We shall, prove the necessity. Assume that there is a function 
¢ E H1(1 x I< 1) for :~hich <Pioxl=il = <p. Then, by Theorem 10, 
the first boundary-value problem for Eq. (1) with boundary func
tion <p has a generalized solution belonging to H 1( I x I < 1). Let u 
be the generalized solution of the first boundary-value problem for 
Eq. (1)i with k == ;1, a= f = 0, satisfying the condition u luxJ=1} = 
= <p. It will be shown in Sec. 2.2 that the function u belongs to 
Coo( I x I < 1) and] satisfies the equation Llu = 0 in the disc {I x I< 
< 1 }. We use this result, and expand the function u(x) = u(p, 8) 
with fixed (p E (0, 1) in a uniformly and absolutely convergent 
Fourier series in 8: 

where 

00 

u(p, 8) = Uo~P) + ~ (U ~t(P) cos k8 + V It (p)sin k8), 
lt=1 

21t 

Ult(P)=+) u(p,8)cosk8d8, k=0,1, ... , 
0 

21t 

Vlt(p)= {) u(p, 8)sink8d8, k=1, 2, .... 
0 

The functions U~t(P) (and Vlt(p)), k = 0, 1, ... , are infinitely 
differentiable for 0 < p < 1 and are bounded as p -+ + 0. Since 
u E H 1(1 x 1 < 1), by the theorem on the traces of functions belong
ing to H 1(1 x I< 1) we have, as p-+ 1 - 0, 

21t 21t 

) (u(p, 8)- <p(8)) cos k8 dB -+ 0 ( ) (u(p, 8)- <p(8)) sin kB da -+ 0) 
" 0 
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for all k = 0, 1, . . .. This means that all the functions Uk(p) 
(V~t(P)) are left-continuous at the point p = 1 and Uh (1) = 
= ah (Vh (1) = b~t), k = 0, 1, .... 

Since for pE(O, 1)~u=Upp+_!_ up+~uaa=O, for such p 
P iP 

2n 2n 

UJ.(p) = f -~ upp (p, a) cos ke de= - :P ) up cos w de 
0 0 

2n 
1 )~ 1 k 2 

--2 u66 cosked9= --Uk+-2 U~t, k=O, 1, ... np p p 
0 

This means that for any k = 0, 1, ... the function U~t(P) satisfies 
the ordinary (Euler's) differential equation y" + ..!. y' - k: y = 0 p p 
for 0 < p < 1. The general solution of this equation is of the form 
Bpk + Cp-k, k =1= 0, and B + C In p when k = 0, where B and C 
are arbitrary constants, therefore U h (p) = ahpk, k = 0, 1, .... 
It is similarly shown that V~t(P) = bhpk, k = 1, 2, .... 

Thus the function u belonging to H1(1 x I< 1) coincides with the 
function win (59). And then, by Lemma 4, the series (58) converges. I 

Let us utilise this theorem in constructing the function <p (e) 
continuous on the circle {p = 1} . which cannot be extended into 
the disc {I x I< 1} by a function belonging to H 1(1 x I< 1). Put 

Since this series is uniformly convergent, the function <p E 
E C(l xI= 1). But at the same time, in view of Theorem 13, it can
not be the trace of any function belonging to H 1( I x I < 1), because 

00 

the series (58) (which has the form ~ k8 (k~)2 ) for it diverges. 
k=l 

9. Variational Method for Solving Boundary-Value Problems. 
Let H' be any subspace of the real space H1(Q); in particular, H' 
may coincide with the whole H 1(Q). We shall assume that a scalar 
product is defined in H' that is equivalent to the usual scalar pro
duct in H 1(Q). 

We take a real function f E L 2(Q) and on H' consider the func
tional 

E(v) =II v Ilk+ 2 (!, v)L,(Q)t (60) 
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Since I (f, v)L,(QJ I~ II f llL,(Ql /1 v IIL.(Ql ~ C II f /k.<Ql I/ v llw, for all 
vEH' 

E (v)~// v /Iii· -2/(f, v)L,(QJ /~1/ v /Iii· -2C /1 v 1/w 1\ f /lr.,(Q) 

=-(II u /h·- C 1/ f //r .• <QJ) 2 - C2 /l f /IL<Ql~- C2 ll f I/1.<QJ· 

This means that the range of values of the functional E on H' is 
bounded below. Let d = d(H') denote the exact lower bound of the 
functional E on H': 

d = inf E(v). 
vEH" 

A function u in H' is said to realize the minimum of the functional E 
on H' if 

E(u) =d. (61) 

Like the number d, the function u, of course, depends on the choice 
of the subspace H'. 

By the definition of the exact lower bound, there is a sequence 
of functions Vm, m = 1, 2, ... , in H' for which 

lim E (vm) =d. (62) 
m~-oo 

Any such sequence is called a minimizing sequence for the func
tional E on H'. 

Lemma 5. For any subspace H' of the space H1(Q) (in particular, 
H' may coincide with the whole H'(Q)) there is a unique function u 
in H' realizing the minimum of the functional Eon H'. Any minimiz
ing sequence for the functional E on H' converges to this function in 
the norm of H 1(Q). 

Proof. Suppose that a sequence Vm, m = 1, 2, ... , of elements 
in H' is a minimizing sequence for the functional E on H'. Then 
given an e > 0 a number N = N(e) can be found such that for all 
m';;:>N 

d ~ E(vm) ~ d + B. (63) 

Since I'· Vm; Vs 11:. = !11 Vm 1/ii· +!II Vsllk· ± ~ (vm, Vs)w, 
lows that 

it fol-

II Vmt~IJ:.+II Vm;-Vs 11:.= ~ (1/vmllif·+l/vsllk•). 
Taking into account (60), the last relation yields 

II Vm;-Vs 11:.= ~ (l!vm/lii·+I/vsl/h·)-11 VmtVs ,,:. 

= ~ (E(vm)+E(v8 ))-E ( vmtVs). 
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But E ( vm tvs } ~d. and the functions Vm and V8 satisfy inequal

ities (63) for m, s ~ N; this implies that 

O<ll vm;Vs 1:.< ~ (d+e+d+e)-d=e 

for all m, s > N. Since e > 0 is arbitrary, this means that the se
quence under consideration is fundamental in H 1 (Q). Consequently, 
there is a function u in H' to which this sequence converges in the 
norm of H 1(Q), but then II V8 llw--+ II u llw and (f, V8)L,(Ql--+ 
--+ (f, u)L,<Q as s--+ oo. Accordingly, E(vs)--+ E(u). The equality 
(61) now follows from the relation (62). 

We shall now show that the function u realizing the minimum of 
the functional E on H' is unique. Suppose that there are two such 
functions u1 and u 2 • Then the sequence u1, u 2 , u1 , u2 , ••• is a min
imizing sequence for the functional E on H' and does not converge 
in H', which contradicts the assertion just established. I 

We now set forth the Ritz method for constructing a minimizing 
sequence for the functional E. In H' take an arbitrary linearly inde
pendent system of functions 'Pin k = 1, 2, ... , whose linear hull is 
everywhere dense in H'. When H' = H 1(Q), for such a system one 
can take the set of all monomials x'X = x(1 ••• x;;~, where a is 
any n-dimensional vector with nonnegative integer components. 

We denote by R11. the k-dimensional subspace of H' c H1(Q) 
spanned by qJ1, ••• , 'Pin and find the element which realizes the 
minimum of the functional E on R~~. (such an element exists, by 
Lemma 5). Since any element in R~~. can be expressed in the form 
c1qJ1 + ... + ck'Pk with some real constants ch this problem is 
equivalent to that of finding the minimum of the function 

F(c1, .•. , c~~.) = E(cl'Pt + ... + Ck'Pk) 
k k 

o= 2J CjC j ( !p;, 'Jlj}H' + 2 .-l ci(f, 1Jli)L2 (Q) 
i, i=1 i=l 

with respect to cl! ... , c~~.. 
The vector (c1 , ••• , ck) where the function F attains its minimum 

is a solution of the system of linear equations aF = 0 i = 1 
aci ' ' 

•.. , k, that is, of the system 
k 

2J ('Pi> 'PJ)H'cJ + (!, 'Pi)L,(Q) = 0, i = 1, ... , k. (64) 
j=1 

The determinant of the system (64), called Gram's determinant of 
the system qJ 1, ••• , 'Pk• is not zero. Indeed, if it were zero, the li
near dependence of its rows would imply the existence of constants 
slt ••• , ~~~.. I s1 I + ... + I ~~~. I =I= o, such that s1 (1Jl1, 'Jlj)w+ ... 
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+ ~" (cp", cp1) H' = 0 for all j = 1, ... , k. This would mean 
that the function £1cp1 + ... + ~k'Pk is orthogonal to all the func
tions 'PI• ... , cp", that is, ~IIPI + ... + ~"cp" = 0, contradicting 
the linear independence of the system 'PI• ... , 'Pk· 

Thus the linear system (64) has always a unique solution c~, 
... , c:. Then the function 

" k VI!.= C1 'Pi+ • · • + Ch'Pk (65} 

belonging to R" realizes the minimum of the functional E on R". 
The sequence of functions v", k = 1, 2, ... , is called the Ritz 
sequence for the functional E with respect to the system 'PI• cp2, .... 

Lemma 6. The Ritz sequence v~~., k = 1, 2, ... , of the functional E 
with respect to an arbitrary linearly independent system of functions: 
'Pk• k = 1, 2, ... , whose linear hull is everywhere dense in H' is a 
minimizing sequence for the functional E on H'. The sequence v1u 
k = 1, 2, ... , converges in the norm of H1(Q) to a function u which 
realizes the minimum of E on H'. 

Proof. As RIc R 2 c ... c R11. c ... c H', 
E(v1}-;;:::: E(v2}-;;:::: ••• ~ E(vh);;::: . .. -;;::::d. (66) 

Since the linear hull of the system 'Pk• k = 1, 2, ... , is everywhere 
dense in H', for any e > 0 we can find numbers k = k (e) and 
c; (e), ... , c;. (e) such that 1\ Ue- u 1\w :!( e, where Ue = 
= c;(e) 'PI + ... + c/. (e) 'Pk belongs to R". Then (60) yields 

E(ue) =II ueljk• + 2 (f, Ue}L,(Q) =II Ue- u + U 1/k· 
+ 2 (f, u8 - u + u)L,(Q) = E(u) + E(ue- u) + 2 (ue- u, u)w 

-<d+ I E(ue-U) 1+211 Ue-U llw II U llw -<d+ II Ue-U Ilk• 
+ 2C II f lk.<Q) II Ue- U llw + 211 Ue- U llw II U llw 

-<d+e2 +2C II fliL.<Q>e+ 211 u llw e-<d+ Cte 

with a constant CI > 0. As the minimum of Eon R" is attained on 
the function v", (66) implies that d :!( E(v.) :!( E(v") :::;;: d + C1e 
for all s > k. This means that E(v8 ) -+ d as s-+ oo. The convergence 
of the sequence v., s = 1, 2, ... , to the function u follows from 
Lemma 5. I 

We shall now establish an important property of the function u 
which realizes the minimum of the functional E on H'. Take any 
function v E H' and any real number t. The function Wt = u + tv 
belongs to H', therefore the polynomial (in t) P(t) = E(w1} = 
= E (u) + 2t ((u, v)w + (/, v)L;.(Q)) + t2 II v Ilk· > d for all t E 
E (- oo, + oo). Moreover, PtO) = E(u) = d. This means that 

a:; /t=O =2 ((u, v}w + (f, v)L,(Q)) =0. 
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Thus any function u in H' realizing the minimum of E on H' 
satisfies the identity 

(67) 
for all v E H'. 

The manner in which the scalar product equivalent to""the scalar 
product in H 1(Q) is defined in H' was so far immaterial. 

Let H' = H 1(Q). Take functions k(x) E C {Q), k(x) >- k 0 = 
= const > 0, a(x) E C (Q), a(x) >- 0 in Q and o (x) E C(8Q), 
o(x) >- 0 on 8Q, and assume that either a(x) ¥= 0 in Q or o(x) ¥= 
=¢= 0 on 8Q. We define a scalar product in H 1(Q) by the formula (10): 

(u, v)HI(Q) = ~ (k \lu \lv + auv) dx + f ko uv dS. 
Q aQ 

Then identity (67) coincides with the identity (6): 

) (k\lu Vv+aw:)dx+ .\ kouvdS=-) fvdx, 
Q a~ Q 

defining the generalized solution of the third or second (if o = 0) 
boundary-value problem for Eq. (1) (with homogeneous boundary 
conditions). 

If H' = Ffl(Q) and the scalar product in ifl(Q) is defined by the 
formula (7): 

(u, v) HI(Q) = f (k \lu \lv + auv) dx 
Q 

(k (x), a (x) E C (Q), k (x) >- k 0 > 0, a (x) >- 0), then the identity 
(67) coincides with the identity (4) defining the generalized solution 
of the first boundary-value problem for Eq. (1) (with homogeneous 
boundary condition). 

Thus the following result has been established. 
Theorem 14. There is a unique function u in H 1(Q) which realizes: 

the minimum of the functional E on H 1(Q). If the scalar product in 
H 1(Q) is defined by (10), then this function is a generalized solution of 
the third or second (if o = 0) boundary-value problem for Eq. (1) (with 
homogeneous boundary condition). 

0 

There is a unique function u in H 1(Q) realizing the minimum of the-

functional E on ifl(Q). If the scalar product in }JI(Q) . is defined by 
formula (7), then this function is a generalized solution of the first 
boundary-value problem for Eq. (1). 

Theorem 14 provides an alternative method, the variational meth
od, different from the one employed in Theorems 1 and 2 for estab
lishing the existence and uniqueness of generalized solutions of the 
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boundary-value problems examined in Subsec. 2, and indicates the 
variational significance of generalized solutions. 

If the subspace H' coincides with H 1(Q)(Ffl(Q)) and the scalar 
product, equivalent to the usual scalar product, is defined there by 
the formula (10) ((7)), then, by Lemma 6 and Theorem 14, the Ritz 

sequence Vft, k = 1, 2, ... , for the functional E on H1(Q) u'b(Q)) 
converges in H 1(Q) to the generalized solution of the third (first) 
boundary-value problem for Eq. (1). That is, the Ritz sequence may 
be regarded as an approximation to the generalized solution of the 
boundary-value problem for Eq. (1). 

Thus we have the following result. 
Theorem 15. The Ritz sequence for the functional E defined on 

H 1(Q) or on ifl(Q) (the scalar product is defined by (10) or (7)) con
structed with respect to any linearly independent system of func-

tions whose linear hull is everywhere dense in H 1(Q) or ffl(Q), res
pectively, converges in H 1(Q) to the generalized solution of the cor
responding boundary-value problem (third or first) for Eq. (1). 

§ 2. SMOOTHNESS OF GENERALIZED SOLUTIONS. 
CLASSICAL SOLUTIONS 

In the preceding section we examined the question of solvability 
of basic boundary-value problems for the second-order elliptic 
equations. We shall now investigate the smoothness of solutions of 
these problems. 

We shall assume that the data of the problem under consideration 
are real-valued. Then, as noted in Sec. 1, the generalized solutions 
of these problems are also real-valued. Accordingly, by solutions in 
the sequel we shall mean, unless otherwise stated, real-valued fun
ctions-the elements of real spaces C11 (Q) or Hk(Q), k = 0, 1, 2, .... 

In the investigation of smoothness of generalized solutions it is 
advantageous to consider the one-dimensional case separately, since 
the results obtained in this case are, in general, not true for n > 1. 
Moreover, the investigation in this case is far more simpler. In par
ticular, when n = 1, the generalized solutions of the boundary
value problems (they belong to the space H 1(a, ~)) are continuous 
functions on [a, ~), by Theorem 3, Sec. 6.2, Chap. III. The question 
of extension of a function defined on the boundary into the region 
by a function in H 1(a, ~) is also easily solved in the one-dimensional 
case: if ll>lx=a = c:p 0 , ll>lx=Jl = c:p1 , then for such an extension one 
can take the linear function d> = x ( <ft- q o) acp1 - ~ff'o • 

~-a ~-a 
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1. Smoothness of Generalized Solutions in the One- Dimensional 
Case. We recall that in the classical formulation the boundary
value problems for the equation 

Xu == (ku')' - au = f, x E (a, ~), (1) 

consist in finding the solution u(x) of this equation which satisfies 
the following conditions: in the case of the first boundary-value 
problem u(x) E C2(a, ~) n C([a, ~]) and 

U ix=a = IJlo, U \x=~ ='Pt. (2} 

in the case of the third (second) boundary-value problem u(x) E 
E C2(a, ~) n C1([a, ~]) and 

(- Ux + Uou) ix=a = IJlo, (ux + 01U) \x=~ = 'P1· ( 3) 

Here k(x) E C1([a, ~]), a(x) E C([a, ~]) and f(x) are given func
tions with k(x) >- k 0 > 0; a 0 , a 1 , IJlo, qJ1 are given constants. 

The generalized solution of the problem (1), (2) (f E L 2(a, ~)) is 
the function u(x)E H 1(a, ~) satisfying the integral identity 

~ ~ 

) (ku'v' + auv) dx = -) fv dx (4) 
a a 

for all v E lfl(a, ~) and the boundary conditions (2). 
The generalized solution of the problem (1), (3) (f E L 2(a, ~)) is 

the function u(x) E H 1(a, ~) satisfying the integral identity 
~ 

) (ku'v' + auv) dx + k(~) a1u(~) v(~) + k(a) a0u(a) v(a) 
a 

fl 

= - )" fv dx + k(~) qJ 1 v(~) + k(a) qJ0v(a) (5) 
a 

for all v E H 1(a, ~). 
The following auxiliary proposition holds. 
Lemma 1. If f E C([a, ~]), then the function u(x) E H1(a, ~) 

satisfying the integral identity (4) for all v E lfl(a, ~) belongs to 
the space C2([a, ~]) and is a solution of Eq. (1) in the interval (a, ~). 

Proof. Since the function u(x) E C([a, ~]) (H1(a, ~) c C([a, ~j)), 
X 

f+auEC([a, ~]) and ) (!(~) + a(£)u(£))d£ E C1([a, ~]). Consider 
0 

X 1] 

the function u0(x) = ) k ~~) ) (f(£) +a(£) u(~)) d£. By the condi-
o 0 

tions imposed on k(x), the function u0(x) E C2([a, ~]), and, more-
14-0594 
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over, is a solution on (a, ~) of the differential equation (ku~)' = 
= f(x) + a(x) u(x). Therefore the function u0(x) satisfies for any 

v E if1(a, ~) the identity 
~ ~ r (ku~v' + auv) dx = - r fv dx, 
a a 

which means that the function u1 = u - u 0 belonging to H 1(a, ~) 
satisfies the integral identity 

~ J ku;v· dx = 0, v CH1(a, ~), 
a 

thereby implying that on (a, ~) the function ku; has a generalized 
derivative equal to zero. Consequently, ku; = const, that is, u1 E 
E C2(!a, ~]). Therefore also u(x) E C2([a, ~]). 

~ ~ 

Since J ku'v' dx=- J (ku')'vdx for all v E iJl(a, ~), (4) im-
a a 

plies that the function (ku')' - a(x) u(x) - f(x) continuous on 
[a, ~] is orthogonal (in L 2(a, ~) with a scalar product) to any func-

tion belonging to H1(a, ~). Therefore the function u(x) is a solu
tion of Eq. (1) in (a, ~). I 

The generalized solution u(x) of any of the first, second or third 
boundary-value problems belongs to H 1(a, ~) and for it identity (4) 

holds for all v E Ffl(a, ~). Therefore, by Lemma 1, u(x) E C2([a, ~]) 
and u(x) is the solution of Eq. (1) in (a, ~). 

Thus we have shown that iff E C([a, ~]), the generalized solutions 
of the boundary-value problems under discussion have continuous 
derivatives up to order 2 on [a, ~] and satisfy Eq. (1). Moreover, it 
is evident that in the case of the first boundary-value problem the 
function u(x) satisfies the boundary conditions (2). In the case of 
the third (second) boundary-value problem, 

~ ~ f ku'v' dx = - r (ku')' v dx + k(~) u' (~) v(~)- k(a) u'(a) v(a) 
a a 

for any v (x) E H1(a, ~). If account is taken of (5), this gives 

k(~) (u'(~) + a1u(~)- cp 1) v(~) + k(a) (- u' (a)+ a0u(a)- cp0) v(a) = 0 

for any v(~) and v(a) (recall that for any v(a) and v(~) there is a 
function v(x) in H 1(a, ~) assuming the values v(a) and v(~) at 
x = a and x = ~). Hence the function u(x) satisfies the boundary 
conditions (3). 
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Thus we have proved the following theorem. 
Theorem 1. If the function f(x) E C(la, ~)), then the generalized 

solutions of the first, second and third boundary-value problems for 
Eq. (1) belong to C2(la, ~]) and are classical solutions of the corres
ponding problems. 

Suppose that u 8 (x) is a generalized eigenfunction of, for example, 
the third (second) boundary-value problem for the operator :£. This 
means that u 8(x) E H 1(a, ~), and hence u.(x) E C([a, ~]), and 
satisfies the equality 

f3 

~ (ku~v' + au.v) dx + k(~) cr1 u8 (~) v(~) + k(a) a0u8 (a) v(a) 
a 

f3 

=-A.)u.vdx, 
a 

where A8 is an eigenvalue, for all v E H 1(a, ~). By Theorem 1, the 
function u.(x) belongs to C2([a, ~]) and is a classical solution of the 
equation 

:£u = (ku')'- au= A8 u, xE(a,~), (6) 

satisfying the homogeneous boundary conditions (3), that is, u.(x) is 
a classical eigenfunction of the third (second) boundary-value pro
blem for the operator :£. 

It is similarly shown that the generalized eigenfunction u 8 (x) of 
the first boundary-value problem belongs to C2([a, ~]) and is a 
classical eigenfunction of the same problem. 

Let us show that the eigenvalues of any of the boundary-value 
problems are nondegenerate. Assume that there is an eigenvalue A8 

of, for example, the third boundary-value problem to which there 
correspond two linearly independent eigenfunctions u<v and u< 2 >. 

We know that the general solution of Eq. (6) is of the form 
C1u<1 > + C2u< 2>, where C1 and C2 are arbitrary constants. This means 
that any solution of Eq. (6) must satisfy the boundary condition 
u'(a) - a 0u(a) = 0, because this boundary condition is satisfied 
by both the functions u<1> and u< 2>. But there is a solution of Eq. (6) 
that does not satisfy this condition, for example, the solution with 
initial conditions u(a) = 0, u'(a) = 1. 

Thus we have established the following result. 
Theorem 2. The generalized eigenfunctions of the first, second and 

third boundary-value problems for the operator :£ belong to C2 ([a, ~]) 
and are classical eigenfunctions of the corresponding problems. All the 
eigenvalues are nondegenerate. 

2. Interior Smoothness of Generalized Solutions. We shall now 
examine the question of smoothness of generalized solutions of bound
ary-value problems when n > 1. In order that the essential points 

14* 
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do not get lost in technical details, we confine our discussion to a 
particular case of Eq. (1) of the preceding section, and investigate 
the smoothness of the generalized solutions of the boundary-value 
problems for Poisson's equation (k = 1, a= 0) 

t1u =f. (7) 

We recall that the generalized solution of the first boundary-value 
problem for Eq. (7) is a function u(x) in H 1(Q) satisfying the integ
ral identity 

J Vu Vv dx = - J fv dx (8) 
Q Q 

for all v E Ifl(Q) and the boundary condition u iaQ = <p (the func
tion f E L 2( Q) and <p is the trace of a function <t> belonging to H1( Q), 
that is, there is a function <t> E H 1(Q) such that <I> laQ = <p). 

The generalized solution of the third (second) boundary-value 
problem for Eq. (7) is a function u(x) E H 1(Q) satisfying the in-
tegral identity · 

J Vu Vv dx+ f auv dS =-J fv:dx+ J <pv dS (9) 
Q ~ Q ~ 

for all v E H 1(Q) (the function f E L 2(Q) and <p E L 2(8Q)). 
The results of the preceding section imply that the generalized 

solution u(x) of the first boundary-value problem exists, is unique 
and satisfies the inequality 

u;uiiHl(Q)<C(II'fiiL.(Q)+ inf II<DIIHl(Q))' (10) (ci>EHl(Q) 
ci>IaQ=IP 

where the constant C does not depend on f or <p. 
The generalized solution u(x) of the third boundary-value prob

lem with a > 0, a =I= 0, also exists, is unique and satisfies the in
equality 

II u IIHl(Q) < c (II f lk,(Q) +II <p IIL,(c'lQ)), (11) 

where the constant C does not depend on f or t:p. 
In the case of the second boundary-value problem (a = 0) the 

condition of its solvability is assumed fulfilled: - .\ f dx + .\ <p dS = 
Q oQ 

= 0. Then the second boundary-value problem has a unique general
ized solution u(x) in the class of functions which are orthogonal to 
the constant functions with respect to L 2(Q) with a scalar product, 
and for this solution inequality (11) holds. Because all other gener
alized solutions differ from u(x) by constant terms, we may confine 
ourselves to the function u(x) in investigating the smoothness of 
generalized solutions of the second boundary-value problem. 
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Lemma 2. Suppose that f E L 2(Q) n H~oc(Q}, k = 0, 1, 2, ... , 
and the function u E H 1 (Q) and satisfies the integral identity (8) for 

all v E jfl(Q). Then u E H~;;c2(Q) and for any pair of subregions Q~ 
and Q" of Q, such that Q' ~ Q" (f; Q, the inequality 

II u 11Hk+2(Q') ~ c (II t "Hk(Q") +II u IIHl(Q")) ( 12) 

holds with a positive constant C = C(k, Q', Q"). 
Proof. Let Q', Q" be arbitrary subregions of Q _such that Q' ~ 

~ Q" ~ Q. By 6 > 0 we denote the distance between\the bounda
ries 8Q' and 8Q", and consider the function ~(x) such that ~(x) E 
E Coo(Rn), ~(x) = 1 in Q6 (and thus in Q'), ~(x) = 0 outside Q26n· 

For function v (x) in identity (8) take the function ~(x) v0(x), 
where v0(x) is any function in H 1(Q") ex~ended as being equal to 

zero outside Q" (obviously, ~(x) v0(x) E H 1(Q)). Since vu vv = 
= Vu V(~vo) = Vu(V~·Vo + ~Vvo) = Vu V~·Vo + V(~u)Vvo -
- u V~ Vv0 , the identity (8) assumes the form 

J VU Vv0 dx = J Fv0 dx + J u V~ Vv0 dx, (130) 

Q" Q" Q" 

where the function 
U(x) = ~(x) u(x) (14) 

belongs to H 1(Q"), vanishes outside Q26;3 and coincidesrwith u(x) 
in Q6, and the function 

F(x) = -g- vu v~ (15) 

belongs to L 2(Q") and vanishes outside Q26!3· 
Note that the integration in (13 0) is, in fact, over Q26;3 • Therefore 

this identity is true not only for any v0 E H 1(Q") but also for any 
v0 E H 1(Q612) (extended arbitrarily outside Q012 , as an element of 
L2(Q")). 

Take any function v1(x) belonging to H 1(Q") and extended as 
being equal to zero outside Q". For any i = 1, 2, ... , nand any h, 
0 < I h I < fJ/2, the finite-difference ratio 

V1(x1 , ••• , Xi-l• Xj-h, Xi+l• •• • , Xn)-Vt(X) 

-h 

belongs to H1(Q6;2) n L2(Q"). Put in (13o) Vo = {)~hvl(x) 
for some i = 1, 2, ... , n and some h, 0 < I h I< fJ/2. The for
mula of "integration by parts" ((9), Sec. 3.4, Chap. III} yields the 
- dentity 

} V6~U Vv1 dx= - J F6~hVt dx+) 6~ (u V~) Vv1 dx. (160) 

Q" Qz~;a Q" 
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We shall first prove the lemma for k = 0. From (15) it readily 
follows that 

II F IIL,(Q") ~C'(Q'' Q") (II f IIL,(Q") +II u IIHl(Q"))· 

Therefore from (16 0), by means of Theorem 3, Sec. 3.4, Chap. III, 
we obtain the inequalitie!' 

j ,\ V'6~U '\lv1 dx I<. (II F 1/L,(Q"l + C II u IIHI(Q")) 1/1 V'v1 /1/L,<Q"l 
Q" 

<.C (Q', Q") (II f IIL,(Q"l +II u IIHI(Q")) Ill V'v1II/L,(Q")· 

Putting v1 = 6f, U ( U is assumed extended as being zero outside Q), 
we find that 

Ill yr6~U IIIL,(Q")< c (Q'' Q") (II f IIL,(Q") +II u IIHl(Q")) 

for all i = 1, 2, ... , n, 0 < I h I< 6/2. 
In view of Theorem 3, Sec. 3.4, Chap III, the last inequality 

implies that U E H 2(Q") and II U IIH2(Q"l ~ C(Q', Q") (II f IIL,(Q"l + 
+ II u IIHI(~") ). Because U = u in Q', it follows that u E H 2(Q') 
and the inequality (12) holds for k = 0. Thus u E H[oc(Q), 
since Q' is any subregion of Q. 

Now let f E H'{b"61 (Q). Suppose that u has the following properties: 
u E H'{b"62(Q) for any pair of subregion Q1 and Q2 of Q such that 
Q1 ~ Q2 ~ Q, u satisfies the inequality (12) for k = m: 

II U 11Hm+2(Qt)<.C (m, Q1, Q2) (IJ f 1/Hm(Q,) +II U IIHI(Q,)), (12m) 

and for any a, I a I ~ m, i = 1, 2, ... , n and 0 < I h I< 6!2 the 
identity 

) V'6~(DaU) '\7Vm+1 dx 
Q" 

=- ) Da F6~hVm+1 dx + .\ 6h (Da(u \7~)) Y'Vm+i dx, 

Qzota Q' 

where Vm+l is any function in H 1(Q"), holds. Note that the above 
properties have already been established for m = 0. 

According to the above hypotheses, (14) and (15) imply that 
DaU E H2(Q") and DaF E H 1(Q"), therefore, by Theorem 3, Sec. 3.4, 
Chap. Ill, we may pass to the limit, as h-+ 0, in (16 111). Thus for 
any a, I a I = m, i = 1, 2, ... , n, we obtain the equality 

\ V' DaU x.Y'Vm+i dx = - \ Da F(vm+i)x. dx + \ Da(u V'~)x. Y'vm+1 dx, J l J . l J l 

Q" Q'~f>l :J Q" 
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whence it follows that 

f VDaUxiVVm+t dx= ·' DaFxym+t dx+ fDa (uVs)xiVVm+1 dx (13m+t) 
Q" Q" Q" 

for all Vm+I E H 1(Q") (the function Da F vanishes outside Qzli/3). This 
·equality coincides with ( 130) if we replace there Da U xi by U, Da F xi 

by F, Da(uVs)xi by uVs and Vm+ 1 by v0 • Moreover, DaU xi E 
E H 1(Q"), vanishes outside Qzli/a and coincides with Daux; in Q6, 
while Da F xi E L 2 (Q") and vanishes outside Qzli/a. Since the in
tegration in (13m+t) is, in fact, taken over Q2e,13 , in the last 
equality we can put Vm+ 1(x) = 6~hVm+ 2 (x), j = 1, 2, ... , n, 
0 < I h I < 6/2, where Vm+2 is an arbitrary function in H 1(Q"). 
This results in 

~ V6~(DaUxi) Vvm+2 dx 
Q" 

=- \" DaFxi6~hVm+2 dx+ i 6~ (Da(u Vs)x) Vvm+ 2dx. (16m+t) 
~" ~" 

Using the inequality (12m) (with Q1 = Q'26f 3 , Q2 = Q"), from (15) 
we obtain 

11 F l/Hm+I1Q") <: C 1 (JJ f JIHm+I(Q") +II u 11Hm+2(Qze,;3 )) 

~C2 (J/ I 1/Hm+I<Q") + 1/ u IIHl(Q"))· 

Setting in (16m+1} Vm+2 = 6~ (DaUx;) and again using Theorem 3, 
Sec. 3.4, Chap. Ill, we find that u E Hf:.2(Q) and the inequality (12) 
holds for u(x) for k = m + 1. I 

As a corollary to Lemma 2, we have the following result. 
Corollary. Suppose that f E L 2(Q), and the function u E H 1(Q) 

and satisfies the integral identity (8) for all v E H1(Q). Then the func
tion u(x) satisfies Eq. (7) (a.e.) in Q. 

We must show that the sum of the generalized second derivatives 
Ux,x, + ... + Uxnxn (the existence of these derivatives has just 
been established) equals f a.e. in Q. As v(x) in (8) we take an arbitra-

ry function belonging to ffl (Q'), Q' ~ Q, extended outside Q' by 
assigning to it the value zero. Since u E H 2 (Q'), the Ostrogradskii's 

formula yields that )' (lw - f) v dx = 0, whence it follows that 
Q' 

du- f = 0 (a.e.) in Q', and hence (a.e.) in Q. 
The generalized solutions u(x) of the first, second and third bound

ary-value problems for Eq. (7) satisfy the hypotheses of Lemma 2 
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as well as the inequality (10) or (11) (the solution u(x) of the second 
boundary-value problem is assumed orthogonal in L 2(Q) to constant 
functions), therefore from Lemma 2 and Theorem2, Sec. 6.2, Chap. III, 
the following result follows. 

Theorem 3. Iff E L 2(Q) n H~oc(Q), k > 0, then the generalized 
solutions u(x) of the first, second and third boundary-value problems 
for Eq. (7) belong to H~0~2(Q) and satisfy Eq. (7) (a.e.) in Q. Forany 
subregions Q' and Q" of Q, Q' ~ Q" ~ Q, there exists a positive constant 
C depending on Q', Q" and k such that 

II u llu~<+2 <Q'J ~C( 1/ f 1/uk(Q"J + 1/ f //Lz(QJ + in£ 1/ <D IIII 1(QJ ) 
<l>EJil(Q) 
<I>iaQ='P 

for the first boundary-value problem and 

II u 1/uk+z<Q') < c <II t \\uk(Q"> +II t lk,<Q> +II rp lk,<aQJ) 

for the second and third boundary-value problems (in the case of the 

second boundary-value problem it is assumed that .\ u dx = 0). 
Q 

If k?;::; [ T ]-1, then u(x)ECk+i-l;J(Q). In particular, if 

IE L2(Q) n C"(Q), then u(x) E Coo(Q). 
Theorem 3 implies that the smoothness of generalized solutions of 

boundary-value problems for Eq. (7) in the interior of Q does not 
depend on the type of boundary conditions nor on the smoothness of 
the boundary or on that of boundary functions. The interior smooth
ness depends only on the smoothness of the right-hand side f(x) 
of the equation. The result obtained above is utmost precise: the 
smoothness of the solution is higher than that of the right-hand side 
by a number equal to the order of the equation. 

Remark. For the one-dimensional case it was shown, in particular, 
that if the right-hand side of Eq. (7) is continuous, then the general
ized solutions have continuous derivatives up to order 2. Analogous 
result does not hold for the multi-dimensional case. Later (Subsec. 3 
of the next section) an example will be given of a function f(x) 
continuous in Q such that the generalized solution of the fi.rst bound
ary-value problem for the Poisson equation (7) does not belong to 
C2(Q) (it belongs, of course, to HFoc(Q)). 

3. Smoothness of Generalized Solutions of Boundary-Value Prob
lems. In the preceding subsection the interior smoothness of general
ized solutions was established, that is, we established that the 
solutions belong to the spaces Hfoc(Q) or C1(Q) for some k and l. 
Here we shall examine the smoothness of generalized solutions of 
boundary-value problems in the whole of Q, that is, the question of 
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the solutions being contained in the spaces Hh(Q) or C1(Q). Natu
rally, the smoothness of solutions "right up to the boundary" depend& 
on the smoothness of the boundary as well as that of boundary func
tions. 

It will be assumed that the boundary aQ E C11 +2 for some k >- 0. 
We first examine the case of homogeneous boundary conditions. 

The generalized solutions of the first or second boundary-value prob
lems* with homogeneous boundary conditions (the function cp, the 
right-hand side in the boundary conditions, is zero) for Eq. (7) are 

functions belonging to the spaces H1(Q) or H 1(Q) and satisfying the 

integral identity (8) for all v belonging to ifl(Q) or to H 1(Q), respec
tively (in the case of the second boundary-value problem the func
tions f and u are assumed orthogonal to constant functions in L 2(Q)} 
with a scalar product. 

Theorem 4. If f E H11(Q) and aQ E C11 +2 for certain k >- 0, then 
the generalized solutions u(x) of the first and second boundary-value 
problems with homogeneous boundary conditions for the Poisson equa
tion (7) belong to H 11 +2(Q) and satisfy (in the case of the second bounda-

ry-value problem it is assumed that \ u dx = 0) the inequality 
·' Q 

II u 11Hk+2(Q)'<: c II I IIHit(Q)' ( 17) 

where the constant C > 0 does not depend on f**. 
Proof. Let x0 be an arbitrary point on the boundary aQ. Let the 

system of coordinates be chosen in such a way that the point x~t
becomes the origin and the normal to the boundary at this point is 
directed along the Oxn-axis. We take a small number r = r(x0) such 
that the portion of the boundary aQ n (I X I < 4r) is a connected 
set which is uniquely projected along the Oxn-axis onto a region D 
in the plane Xn = 0; the equation of the surface aQ n ( I X I < 4r} 
has the form 

Xn = 'ljJ(x'), x' = (x1, ••• , Xn_1) ED, 

where the function '¢(x') belongs to C11 +2(D) and satisfies '¢(0) = o, 
'¢x1(0) = . . • = '¢x (0) = 0 as well as the inequalities 

n-1 

l'¢xii-<: 2
1n, i=1, ... ,n-1, x'(D. (18} 

* For the sake of simplicity, we confine our discussion to the solutions of 
the first and second boundary-value problems. The investigation of smoothness 
of generalized solutions of the third boundary-value problem with certain 
conditions on the function a(x) (of (9)) can be carried out by the same method. 

** For the function u(x) which is a generalized solution of the third boundary
value problem for Eq. (7) with homogeneous boundary conditions the following
result holds: if f E HII(Q), aQ E Ck+2 and a(x) E Ck+1(8Q) (a ;:;:. 0) for some 
k ;:;:. 0, then u(x) E Hk+2(Q) and satisfies the inequality (17)., 
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. Then the region Q = Q n (I X I < 3r), and thus also its subregion 
Q' = Q n ( I X I< r) are projected along the Oxn-axis into D. 

Let r denote the common part of the boundaries of Q and Q, r = 
= aQ n ( I X I < 3r), and by r 0 the remaining part~of the boundary 
Q. The set of functions in H1(Q) whose traces on rare zero will be 

denoted by Ht(Q). 
Suppose that the function s(x) E C00(Rn), s(x) = 1 when I X I < 

< r, s(x) = 0 when I X I > 2r. Then for any function Vo(x) in 

Ht(Q)(H1(Q)) the function v(x), which is equal to s(x) Vo(x) in Q 

and to zero at the remaining points of Q, belongs to H1(Q) (H1(Q)). 
Substituting v(x) into (8), we obtain, as in the preceding subsection, 

~ VUV'vodx=) Fv0 dx+ J u'Vs'Vv0 dx, (19) 
Q Q Q 

where the function v0 is an arbitrary function in Ht(Q) in the case of 
the first boundary-value problem, while for the second boundary
value problem v0 is an arbitrary function in H 1(Q), and the func
tions F(x) and U(x) are determined by (14) and (15) with s(x) just 
introduced. Evidently, U(x) E H 1 (Q) and F(x) E L 2(Q). 

The transformation 

Y;=X;, i=1, ... , n-1, Yn=Xn-'¢(x') (20) 

maps the regions Q and Q' onto certain regions w and w' with the 
identity Jacobian. 

!Jn 

lJ y 

x' !!' 

Fig. 1 

The images of surfaces f and f 0 are denoted by y and y 0 , respec
tively. The functions U(x), u(x), ... defined in Q are mapped by 
transformation (20) into functions U(y), u(y), . . . defined in w 
(the same notation is retained). Moreover, U(y) = u(y) in w' 
and for some 8 > 0 the functions U(y) and F(y) vanish at points of 
the set w "'-. w6 , where w6 is a subregion of w which consists of those 
points whose distance from y 0 is greater than 8. 
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Since for x E Q(y E ffi) U xi = Uy1 - Uyn 'l'xi for i = 1, ... , n -
- 1 and Ux = Uy , we see that n n 

therefore in the new variables identity (19) assumes the form 
n 

J "VyU"V yVo dy = J Fvo dy + r ~ AijUytVoyi dy 
(J) (J) (J) i, j=1 

n 

+ ~ ~ Bti~vpvov; dy, (21 0) 

(J) i, .i=l 

n-1 
whereA;n=Ant='l'x. fori=1, ... ,n-1, Ann=-~ ljl~., Aij=O 

' i=1 ' 
for remaining i and j; Bti=6;i-Ai.i, 6ii=0 for i=Fj, 6tt=1, 
i=1, ... ,n. Evidently, .AiiECk+1 (w), BtiECk+t(ffi) for all i andj; 
furthermore, by (18), 

1 
!Aii(Y)!<-zn· i,j=1,2, ... ,n, yEffi. (22) 

Since the functions U(y) and F(y) vanish in ffi ~6/2, equality 

(21 0) holds not only for any v0(y) in H~(ffi) or in H 1(ffi) but also for 

any v0(y) in H~(wo;2) (arbitrarily extended outside wo;2 as a func
tion belonging to £ 2( ffi}} or in H 1( ~;2 ) (arbitrarily extended outside 
ro0;2 as a function belonging to L 2(ffi)), respectively. 

Consider any function v1(y) belonging to H{-( ffi) (H1( ffi}} and 
€xtended outside ffi by assigning to it the value zero, and in (21 0) 

set v0 = 6~hv1 for a certain l < n and 0 < I h I < 6/2 (the function 

Vo(Y) belongs, obviously, to H~(Wo;2) n L2(ffi) and to H 1(wo;2) n 
n L 2(ffi), respectively). The identity (21 0) then becomes 

r v y(6~U) v yVt dy = _ r F6~hVt dy 
(J) (J) 

n n 

+ J ~ 6~(AtPvi) Vtyi dy + ) ~ 6~(Bii~vp) V1yi dy (23o) 
(J) i, j=1 (J) i, j=i 

(note that the integration here is taken not over whole ffi but only 
over its subregion roo;z; accordingly, all the expressions under the 
integral sign in (23 0) are defined). 
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From Theorem 4, Sec. 3.4, Chap. III, it follows that 

If F61-hVt dy l-<11 F I!L,(w) JJ Vty1 JJL,(w)-<:ll F JJL,(w) II J Y'vtii!L,(w)· (24o} 
(J) 

In order to estimate the second integral in the right-hand side 
of (230), we break it into two terms 

n n f ,:S 6~ (AuU v) Vty 1 dy = ~ L (Aii)h 6h U yiVty 1 dy 
(J) i, :i=1 (J) i, :i=l 

n 

+ f ,:S 6h(AiJ)UyiVty1 dy. (250) 

(J) i, :i=i 

Here we have used the identity 

6~ (fg) = gh6hf + f6hg, 

where g~(y) = g(y1 , ••• , Yz-1 , Yz + h, Yz + 1• ••• , Yn), true for 
arbitrary functions f and g. 

Using (22), the first term is estimated as follows: 
n n 

I~ ,:S (AiJ)~6~UyiVty1 dy 1-< 21n f ( ,:S J6~Uyi J) 
(J) i, :i=1 (J) i=1 

n n 

X ( :s I Vtyj I) dy-<: 21n f Vn ( :s (6hUvl f 12 

:i=1 (J) i=1 

(260) 

The second term in (25 0))s estimated together with the third integ
ral in the right-hand side of (23 0). Since the functions A 11 and B 11 

are continuously differentiable in ro, 
n n 

j J ,:S (6kAu) UyiVtv1dy+) ,:S 6h (Biisvp) v1v1 dy I 
(J) i, :i=1 (J) i, :i=i 

-<: C til U JJHl(Q) Ill Y'Vt JllL,(w)-<: C 1 JJ U JJHl(Q) JIJV'vt IJJL,(wh (27 o) 

where the constant C1 does not depend on u or v1• 

Taking into account (240)-(27 0), from (230) we have 

If Y' (6~U) Y'Vt dy 1-< (II FJ!£,(w) + ~ IJJ V'6~U IJJL,(w) 
(J) 

+ C til u l!Hl(Q)) JJJ Y'Vt JJ!L,(oo)· (28o) 
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Putting in this inequality v1 = 6hU and using the inequality 

II F(y) IJL,(w) =II F(x) IIL,(!'l)-< C 2(11 f IIL,(Q) +II U IIHl(Q)), (29o) 

(the constant C 2 depends only on the function ~. that is, only on the 
region Q) which follows from (15), and the inequality (10) or (11), 
where cp = 0 (then in (10) inf II <D IIH•(Q)= 0), we obtain the esti-
mate 

l=1, ... ,n-1, 

which in turn implies that (Theorem 4, Sec. 3.4, Chap. III) all the 
second-order generalized derivatives of U except Uy y belong to 

n n 
L 2(ro) and the inequality IIUviYi IIL,(w):::;;; C II f IIL,(Q) holds for 
them. This means that for the corresponding derivatives of the func
tion u(y) the inequalities 

II uYiYj IIL,<w'):::;;;c II t IIL,(Q) 
hold. 

To estimate Uy v in ro 1 , we may use Corollary to Lemma 2, accord-n n 
ing to which 11xu = f a.e. in Q, and thus a.e. in Q 1 • In the new vari
ables this equation has the form 

n-1 n-1 n-1 

11yu(y)- 2 2} Uy ·yn 'Px· + Uy y h 'i-1~.- Uy ~ lfx·x· = f (y), 
i=i t t n n i=i 1 n i=i t t 

whence for all y E ro 1 

n-1 

( 1 + ;2J "'~;) UYnYn 
t=1 

n-1 n-1 n-1 

= f(y) + 2 ~ UYiYn 'i'xi- h UYiYi + Uyn h 'i'xixi · (30) 
i=1 i=1 i=1 

Since 'i' E C11.+2(D) for k :> 0, it follows that Uy y E L 2(ro 1) and 
n n 

II uYnYn IIL,(w'):::;;; const 1/ f 1/L,(Q)• 
Thus it is established that for any point x0 E BQ we can find posi

tive numbers r = r(x0} and c = C(x0) such that u(x) E lJ2 (Q n 
n (I X- X0 I< r(x0))) and 

II U IIH2(Qn(/x-xOJ<r(xO))) :::;;;C(x0 ) II f IIL,(Q)· 
From the cover of the boundary BQ by the sets aQ n (I X - x0 I < 

< r (x0)) fl?r all pos!'lible x0 E aQ, we choose a finite subcover aQ n n (I X- x' I< r (x1)), i = 1, 2, ... , N. Then there is a number 
N 

6o > 0 such that Q""-Qoo c u Q n (I X- xi I< r (xi)). 
i=1 
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Therefore u(x) E H2(Q"-..Qo.) and II u IIH2 (Q'-Oo,l < cl II f IIL,(Q)• 
where C1 is a positive constant. But by Theorem 3, u(x) E H2(Q6.;~) 
and llu IIH•<o6, 12 ) < C 2 II f IIL,(Q)· Therefore u E H2(Q) and II u IIH•(Q) < 
:::;:; C II f IIL,(Qh where the constant· C > 0 does not depend on f. 
This proves Theorem 4 for k = 0. 

Now let k be any natural number.By the theorem on interior smooth
ness of generalized solutions (Theorem 3), it is enough to establish, 
as in the case when k = 0, that for any boundary point x0 there are 
numbers r = r(x0) > 0 and C = C(x0) > 0 such that u(x) E 
E Hk+2(Q n (lx- x0 I< r)) and 

II U IIHk+2<Qn(fx-xOJ<r)) ~ C II f IIHk(Q) 

(the point x 0 may be taken as the origin and the axis Oxn directed 
along the normal to oQ at this point). In view of smoothness of the 
transformation (20) (smoothness of the boundary), for this it suffices 
to show that u(y) E Hk+2 (ro') and llui1Hk+2(w'l ~ C II f IIHk(Ql" 

We have already established that u(y) E H2(ro'), II u IIH•(w') < 
< C II f IIL,(Ql• and, furthermore, the relation (23 0) holds. Using 
the device adopted in the proof of Lemma 2 of the preceding subsec
tion, we shall show that for any m = 1, 2, ... , k u(y) E nm+2(ro') 
II u 11Hm+2(w') < C II f IIHm(Q) and the equality 

) V ( 6~Da"U) Vvm+i dy 
(!) 

n 

=- J DaF6~hvm+1dy+) ~ 6~(DaAiiUy1 ) (vm+i)yidy 
(!) (!) i, i=1 

n 

+ ) ~ 6~ (Da Bij~yp) (Vm+i)yi dy (23m) 
(!) i, i=1 

holds for all a= (a1 , .• 
0
·• an_1 , 0), I a I< m, l = 1, ... , n- 1, 

0 < I h I< 6/2, Vm+l E H~(ro) in the case of the first boundary
value problem and Vm+l E H 1(ro) in the case of the second bounda
ry-value problem. We shall prove this for m = 1. 

In (23 0) we pass on to the limit as h-+ 0, and integrate by parts 
the first term of the right-hand side of the resulting equality. This 
yields 

n 

J VU Yz Vv1 dy = J F y1v1 dy + J ~ (AiiU y)y1 v1Yj dy 
Cil Cil Cil i, j=1 

n 

+ J ~ (Bii~Yju)y 1 Vtyi dy, (21t) 
Cil i, i=1 
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which is true for all v1 in H~( ro) in the case of the first boundary
value problem and in H 1( ro) for the second boundary-value problem. 

The identity (21 1) for Uy1 differs from the identity (21 0) for U in 
merely that the functions F, A;jUy., B;/~y.u have been replaced 

! } 

by Fy1, (AiiUY)Yz• (Bii~Y;u)y1 , respectively, and the function 
v0 by the function v1 with the same properties. 

Setting in (21 1) v1(y) = 6B_hv2(y), s < n, 0 < I h I < 6/2, where 

v2(y) is an arbitrary function in Ht(ro) (H1(ro)) extended as being 
equal to zero outside ro, we obtain the identity analogous to (23 0) 

) V(6~Uy)Vv2 dy=- f Fyl3--hv2dy 
w w 

n n 

+ j ~ 6/,((AiiUY;)y1)(v2)yidy+ j L 6/,((Bu~yp)y 1)(v2)y;dy. 
(I) i, j=1 w i, j=i 

As in the previous case, we estimate the integrals in the right
hand side of (231). Just as in (24 0), we have (since u E H 2(Q) and 
f E Hk(Q), k > 1, by (15) FE H 1(Q), and because 1jJ E ck+2(D). 
F(y) E H 1 ( ro)) 

w 

Analogously to (25 0), the second integral in the right-hand side of 
(231) is divided into two parts: 

"1'1 

) ~ 6i. ((AiiU y)y1) (v2)yi dy 
00 i, i=i 

n 

n 

= j ~ (Aii)/, 6~U YiYz (v2)yi dy 
w i, j=i 

+ j ~ [6~ (Au) U YiYz + 6/, (Aijyp Yi)] (v2)yj dy. (251) 

w i, i=1 

Using (22), we estimate the first term in (251): 

n 

J) ~ (Au)h6~UYiY 1 (v2)y5 dyl 
w i, i=1 

~+Ill V6~U y1 IIIL2(w) Ill Vv2II/L2(w) • (261} 
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Since the functions Aii and Bii belong to Ck+1(w), k :;> 1, the 
sum of the second integral in (251) and the third integral in the right
.hand side of (231) is estimated in the following manner: 

n 

J ) [ ~ 6h (Aii) U YiYz + 6~ (Aiiyp Yi) J v2Yj dy 
w i, 3=1 

n 

+ ) ~ 6h ((Bii~Yiu)y 1 ) V2y3 dy I :s;;const II u IIH2(Ql Ill Vv2/I/L.(w)· (27 1) 

(J) i, i=i 

In view of (241)-(271), (231) yields the inequality 

:1) V6~U111 'VIJ2 dyl 
(J) 

l=1, ... , n-1, s=1, . .. , n-1. 

:Setting in this inequality v2(y) = 6~U111 (y), and using the estimate 

II F 1/Hl(w) :s;; C (I/ f IIHl(Q) +II U IIH2(Q)) • 

which follows from (15), and the estimate (17) already established 
for k = 0, we obtain 

Ill V6hU y1 /IIL.<w> :s;;const II f f/Hl(Ql• 

s, z = 1, ... , n -1, o < I h 1 < 612. 

This means that in ro' there exist generalized derivatives u11 11111 , 
p s 

p = 1, 2, ... , n, s, l = 1, ... , n- 1 which belong to L 2(ro') and 
satisfy the inequality II Uy 11111 II :s;; const II f IIH•<Q>· p s 

To estimate the remaining third order derivatives uYpYnYn' 

p = 1, 2, ... , n, we use the identity (30). Differentiating it with 
respect to YP for p < n, we find that for all such p uYpYnYn E L2(ro') 
and that II uYpYnYn IIL.<w') :s;;C II f IIHl(Q)' Further, differentiating (30) 
with respect to Yn· we find that UYnYnYn E L?..(ro') and II UYnYnYn IIL.(w')~ 
:s;; c II f 1/Hl(Q)• 

Thus we have shown that u(y) E H 3(ro'), II u /IHs(w'l :s;; C II f IIHl(Q) 
and the identity (231) holds foralll, s=1, ... , n-1, O<lhl< 
< 6/2 and v2 E i/~ (ro) (v2 E H 1 (ro)). Repeating this process m times, 
m ~k, we find that u E Hm+2(ro'), /1 u l/Hm+2(w') :s;;c II f 1/Hm(Q) and 
identity (23m) holds. I 

We shall now see in what sense the generalized solutions under 
-consideration satisfy the boundary conditions. For the case of the 
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first boundary-value problem, it immediately follows from the 

definition (u E Ffl(Q)) that the solution has a trace on oQ that is 
equal to zero: u laQ = 0. 

We shall now demonstrate that in the case of the second boundary
value problem the solution satisfies the boundary condition in the 
following sense: VuiOQ·n = 0, where n is outward normal vector 
to aQ, In I = 1, and VulryQ isJ a vector whose components Uxi laQ, 
t = f, ... , n, are the traces on fJQ of functions Ux 1 belonging to 
Hl(Q). 

In fact, since u E' lP(Q), an application of Ostrogradskii 's for
mula to (8) yields the identity 

~ (Vu·n) v dS ~"J ''(du- f) vdx, 
iJQ ~j 

valid for any v E H 1(Q) (here Vu·n = Vulaq·n). Since du = f 
a.e. in Q, we have 

) (Vu·n) vdS = 0, 
iJQ 

implying the desired identity, because, by Theorem 2, Sec. 4.2, 
Chap. Ill, the set of traces vj8q of functions in H 1(Q) is everywhere 
dense in L 2(8Q). 

In the sequel, the expression Vu jaq · n will be denoted by :~ laQ. 
Note that if u E C1(Q) n H 2(Q), then the function fjau I as an ele

n iJQ 

ment of L2(8Q) coincides with the normal derivative :~ of u on 

the boundary oQ. The notation 0°u I is natural also in the sense 
n 8Q 

that there is a function in H 1(Q) whose trace on oQ coincides 
• au I • w1th -8 • 

n iJQ 
Thus, if aQ E C2 , the generalized solution of the second** boundary

value problem satisfies the boundary condition 

!'!_I =0 on 8Q • 

* It suffices to construct such a function in Q"-._Qo for some 6 > 0. SiliCa 
<)Q E C2, for any point x E Q'-..,Qo with sufficiently small 6 > 0 there is a unique 
point y = y(x) E oQ, I y - x I < 6, such that the vector y - x is directed 
along the normal n(y) to:the~boundary oQ at the pointy. The function V'u(x) X 
X n(y(x)) belongs to H 1(Q"-._Q6) and its trace on oQ V'u(x) ·n(y(x)) laQ = 
= V'u loQ n(x) = f)u I 

'an oQ. 
** For the case of the third boundary-value problem the generalized so-

lution satisfies the boundary condition ( :: +au) laQ =0. 

t 5-0594 
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From Theorems 4 and 3 and Theorems 2 and 3 of Sec. 6.2, Chap. III, 
the following result, in particular, follows. 

Pl+1 l~l+1 Theorem 5. Let f E H 2 (Q). If aQ E C 2 , then the generalized 
solution of the first boundary-value problem for Eq. (7) with homogeneous 
boundary condition is a classical solution of this problem. When aQ E 

E cG1 +2 ' the generalized solution of the second boundary-value problem 
for Eq. (7) with homogeneous boundary condition is a classical solution 
of this problem. 

We now examine the question of smoothness of the generalized 
solutions in the whole region when the boundary conditions are 
nonhomogeneous. We confine our discussion to the first boundary
value problem. 

Suppose that u(x) is a generalized solution of the first boundary-

value problem, that is, it belongs to H 1(Q) and for all v E H1(Q) 
satisfies the integral identity (8) as well as the boundary condition 
u laQ = cp. 

Assume that for a certain k:)::. 0 f E Hk(Q), aQ E Ck+2 , and that 
the boundary function cp is the trace on aQ of some function <l> in 
H 11 +2 (Q) (in order that cp be the trace on aQ of a function in Hk+2(Q) 
it is sufficient, by Theorem 2, Sec. 4.2., Chap. Ill, that it belong to 
ck+2 (aQ)). Let us show that then u E Hk+2 (Q). 

0 

Consider the function z = u - <1>. It is clear that z E H 1(Q) 

and satisfies for all v E H1 (Q) the integral identity 

) VzVv dx=- J V<DVvdx- J fvdx 
Q ,Q Q 

or, by Ostrogradskil's formula, equivalently the integral identity 

J VzVvdx=- J f1vdx, 
Q Q 

where f1 = f - ~<1>. Since the function f 1 E Hk(Q), z E Hk+2(Q) by 
Theorem 4. Hence the generalized solution u = z + <l> E Hk+2(Q), 
establishing the assertion. 

4. Smoothn!'ss of Generalized Eigenfunctions. Let u(x) be gener
alized eigenfunction of the first, second or third boundary-value 
problem for the Laplace operator and A. . the corresponding eigen-
value. Then for any v E H 1(Q) . 

I VuVvdx= -A. J uvdx, 
Q Q 
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which coincides with the identity (8) for f = 'Au. Since 'Au E H 1(Q) 
and hence AU E £2 (Q), Theorem 3 implies that u E nroc(Q) and 

~u ='Au (31) 

a.e. in Q. Thus the function 'Au appearing on the right-hand side of 
(28) belongs to Htoc(Q) n L2(Q). Therefore another application of 
Theorem 3 shows that u E Hfoc (Q), and so forth. 

Consequently, u E Hfoc(Q) for any k. Theorem 2, Sec. 6.2, 
Chap. III, u(x) E coo(Q). 

Thus the following result is established. 
Theorem 6. The generalized eigenfunctions of the first, second and 

third boundary-value problems for the Laplace operator are infinitely 
differentiable in Q and satisfy Eq. (31). 

The smoothness of generalized eigenfunctions in the whole region 
is determined by the smoothness of the boundary. 

Theorem 7. If 8Q E Ck for some k >- 2, then any eigenfunction 
u(x) of the first or second boundary-value problem for the Laplace opera
tor belongs to Hk(Q) and satisfies th(corresponding boundary condition 

{ u iaQ = 0 and ~~ JaQ = 0 for the first and second boundary-value prob-

lems, respectively ) . Then the generalized eigenfunctions of the first 

boundary-value problem when k>- [ ~ J + 1 and of the second bounda

ry-value problem when k>- [ ~ J + 2 are classical eigenfunctions *. 
Proof. Since 8Q E C2 and . u E H 1(Q) c: L 2(Q), u E H 2(Q) by 

Theorem 4. If 8Q E C3 , then, by Theorem 4, u E H 3(Q). When 
8Q E C4, the inclusion u E H 2(Q) implies that u E H 4(Q), and so 
forth. Thus we find that u E E'"(Q), provided iJQ E Ck. 

What is more, by Theorem 6, the generalized eigenfunctions be
long to C"" (Q) and satisfy Eq. (31). 

If k';;::: [ ~ J + 1, then, by Theorem 3, Sec. 6.2, Chap. Ill, u E 

ECk-[;1- 1(Q) c: C(Q), while u E C1{Q) i~ k>-[; J +2. Conseq

uently, the results of Sec. 5.1, Chap. III, imply that the eigenfunc

tion u of the first boundary-value problem satisfies for k>- [ ; J + 
+ 1 the boundary condition u iaQ =l 0 in the classical sense, and 

• For the third boundary-value problem the following assertion holds: 
If BQ E Ck and a(x) E Ck-l(BQ) for some k ;a. 2, then any eigenfunction u(x) 
of the third boundary-value problem for the Laplace operator belongs to Hk(Q). 

Moreover, {~~+au) laQ =0, and if k >[; ]+2,thenthegeneralizedeigenfunc

tions of the third boundary-value problem are classical eigenfunctions. 
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the eigenfunction u of the second boundary-value problem satisfies 

for k > [; J + 2 the boundary condition !~ /aQ = 0 in the classical 

sense. I 
5. On Series Expansions in Eigenfunctions. Let u1 , u 2 , ••• denote 

the system of all the generalized eigenfunctions of the first (second) 
boundary-value problem for the Laplace operator, and A.1, A. 2, ••• 

the corresponding system of eigenvalues. As shown above (Theorem 3, 
Sec. 1.3), the system u8 , s = 1, 2, ... , is an orthonormal basis for 
L 2 (Q). This means that any function I E L 2(Q) can be represented 
by a convergent Fourier series in L 2(Q) with respect to any of these 
systems: 

00 

I= 2} fmum, fm = u.:~um)L,(Q)· 
m=i 

~(32) 

Suppose that the function I E 'Hit(Q) for some k > 1. Its Fourier 
series in eigenfunctions of the first and second boundary-value prob
lems, of course, converge to it in L 2 (Q). However, in the norm of 
H"(Q) or even in the norms of Hh' (Q), 0 < k' < k, these series, gener
ally speaking, do not converge. For instance, the Fourier series of 
the function I 0(x) = 1 in :Q with respect to the system of eigenfunc
tions of the first boundary-value problem cannot converge in the 
norm of H"(Q) for any k > 1. Indeed, if this series converged in the 
norm of H 1(Q), it would converge only to l 0(x), but this is impossible, 

because the sum of any series of elements of H1(Q) which converges 

in !Jl(Q) must belong to H1(Q). 
In order that the Fourier series of any function I in Hh(Q) may 

converge to it in H"(Q), the function f must be subjected to some 
boundary conditions. 

Note that for the Fourier series (32) of a function I with respect to 
the system of eigenfunctions of the first boundary-value problem for 
the Laplace operator to converge in the norm of H 1(Q) it is sufficient 
(Theorem 3, Sec. 1.3) and as shown just now, necessary that I E 
E jJl(Q). 

We denote by H':z(Q), k: 1, the subspace of H"(Q) consisting of 
all the functions t for whi 

r 1t- tj 
l-2-

/ aQ=O, ... , !l. l!aQ=O. 

BY H~(Q) we shall mean the space L 2(Q). Note that by Theorem 2, 

Sec. 5.~. Chap. Ill, H}o(Q) = ifl(Q). 
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By H~(Q), k >- 2, we designate the subspace of Hk(Q) consisting 

of all the functions f for which 

at I a . [ ~ 1- 1 
-a =0, ... , -a ~ f/aQ=O. 

n 8Q n 

By H~ (Q) we shall mean the space L 2(Q) and by Hf (Q) the 
space H 1(Q). 

Lemma 3. Suppose that fJQ E Ck for a certain k >- 1. Then there is 

a constant C > 0 such that any function f E H'2; (Q) or f E Hj,.(Q) 
orthogonal to constant functions in L 2(Q) with a scalar product satisfies 
the inequality 

(33) 

if k is even, and the inequality 
h-1 

II I lln"<Q>~c li ~-2-/ IIH•<Q> (33') 

if k is odd. 
Proof. We first consider the case of even k, k = 2p. The lemma 

will be proved by induction on p. We shall establish (33) for p = 1. 
Suppose that f E H~ (Q) (H~ (Q)). Let F denote the function M. 
Then f(x) ~atisfieR Poisson's equation 

M=F (34) 

a.e. in Q. Moreover, by the definition of H'$ (Q) (Hjr-(Q)) u /aQ = 0 

( au I - 0) fin (jQ- . 

Multiplying (34) by an arbitrary function v E ifl(Q) and applying 
Ostrogradskii's formula, we find that u is a generalized solution of 
the first (second) boundary-value problem'for Eq. (34). Now inequali
ty (33) for k = 2 follows from Theorem 4. -

Assume that the inequality (33) has been established for k = 2p, 

and let f E H~+ 2 (Q) (Hj;2 (Q)). Since in this case the function 

F = M belongs to HY) (Q) (H:;y. (Q)). 

II F IIH2P<Q> ~C1 II ~PF 1/L,<Q> =, ci II ~P+if /IL,<Q>· 

But f(x) is a generalized solution of the first (second) boundary
value problem for Eq. (34), therefore Theorem 4 yields 

II f I/H2p+2<Q> ~C2II F IIH2P<Q> ~c 11 ~P+it 1/L.<Ql. 
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We now consider the case of odd k. For k = 1 the inequality (33') 
is trivial. Assuming that it has]been proved fork= 2p - 1, p > 1, 
we shall establish the same for k = 2p + 1. Let f E HJE+ 1(Q) 

(H}+1(Q)). Then F(x) = l1f Ef!~- 1(Q) (H}- 1(Q)). By Theorem 4 
and by induction, we obtain 

11 f IIH2p+1<Q> ~C2II F 11~2p-i<Q> ~c II dP-iF llul<Q> = c II dPf llul<Q>· 1 
We can now prove the following result. 
Theorem 8. Assume that the boundary aQ E Ck, k > 1. In order 

that the function f may be expanded in a Fourier series (32), converging 
in the norm of Hk(Q), with respect to the system of eigenfunctions of the 
first (second) boundary-value problem for the Laplace operator it is 
necessary and sufficient that f belong to H'Jzy (Q) (Hy (Q)). If f E 

00 

E H'fty (Q) (H~;r (Q)), rthe series ~ f: I As I" ~converges and there is 
s=t 

a constant C > 0, independent of f, such that 
,oo 

~ fi I As 111. ~C II f 1/kk<Q>" 
s=t 

(35) 

Proof. From the identity (31) and Theorem 7 it follows that if 
oQ E Ck, then the generalized eigenfunctions of the first (second) 
boundary-value problem for the JLaplace operator belong to H'Jzy (Q) 

(Hy (Q)). Therefore if the Fourier series of the function f E H"(Q) 
with respect to the eigenfunctions of the first (second) boundary-value 
problem convergesJn the ·norm of H"(Q), then f EH2;(Q) (Hy(Q)). 
This proves the necessity part. 

We now suppose that f E H2; (Q) (Hf (Q)), and establish the in
equality (35). First assume that k is even, k = 2p, p > 1. Let 'Ys 
denote the Fourier coefficients of dPf : 'Ys = (dPf, u8)L,(Ql· An 
application of Green's formula yields 

'Ya = (dPf, U8 )L,(Q) = (dP-if, dU8 )L,(Q) = A8 (dP-if, U8 )L,(Q) 

= ... =A"f(f, U8)L,(Q)=A~f8 , s=1, 2, 

;oo 
Since dPfEL2 (Q), it follows thatJ 2] -y; = lidPfJii.<Q>• hence 

8=1 
00 k 

~ f~ I A8 IIi= II d 2 f IIi.<~> which, obviously, implies the inequal-
s=t 

ity (35). When k=2p+1, the function dPfEH1(Q) (H1(Q)). 
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00 

Therefore, by Theorem 3, Sec. 1.3, the inequality ~ I'~ I "'-• I ~ 
8=1 

~C llt'J.Pf llhl(Ql holds, thereby implying the inequality (35). 
By Sm(x) we denote the partial sum of the series (32). Evidently, 

S~-E H~(Q) (Hy(Q)) for all m = 1, 2, .... 
In view of (33) and (35) (assume that m > i~1), we have for 

k = 2p 

II Sm-Si II~"<Ql~C II !:o.P (Sm-S;) 1/L<Q> 
m m m 

=CII ~ A-!'f.u.JJi.<Q>=C ~ A-;P(f=C 2J A-~f~-+0 
s=i+1 s=i+1 s=i+1 

as m, i-+ oo. This means that the series (32) converges to I in H"(Q). 
When k = 2p + 1, the proof is similarly carried out by applying 

the inequality (33'). I 
Theorem 9. If the boundary aQ of the region Q belongs to C" 

for a certain k~ [ ~ J + 1, then any function f E H~ (Q) (H~(Q)) 
has a Fourier series expansion (32) with respect to eigenfunctions 
of the first (second) boundary-value problem for the Laplace operator 

k-[..!:.]-1 -
converging in the space C 2 (Q). 

Proof. Theorem 3, Sec. 6.2, Chap. III, implies that the space 
k-[..!:.]-1 -

C 2 (Q) contains the function f(x) and all the eigenfunctions 
u 8 (x) as well as all the partial sums Sm(x) of the series (32). 
Moreover, the inequality IJSm-Sdl k-[..!:.]_1_ ~CIJSm-SdJH,.(Ql' 

c 2 (Q) 

where the constant C does not depend on m or i, holds. By Theo
rem 8, II Sm - si llnk(Q)-+ 0 as m, i-+ oo, therefore 
liSm-Sdl ~t-[~]- 1 _ -+0 as m, i-+oo, thereby implying that 

c 2 {Q) 

k-[2:.] -1 -
the series (32) converges in C 2 (Q). I 

6. Generalizations. The method applied in Subsecs. 2 and 3 to 
investigate the smoothness of generalized solutions of boundary
value problems for Poisson's equation is equally suitable for inves
tigating the smoothness of generalized solutions of boundary-value 
problems for more general equations. For instance, suppose that 
u(x) is a generalized solution of the first boundary-value problem 

:£u = div (k(x)Vu) - a(x) u = j, X E Q, 
u laQ = 0 (36) 

UEL2(Q), jk(x)EC1 (Q), :a(x)EC(Q), k(x)~k0 >0). 
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If k(x) E CP+l (Q), a(x) E jCP(Q) and ! f(x) E L2(Q) n Hfoc(Q) 
for some p >- 0, then u(x) E Hfo"6 2(Q). In particular, every general
ized eigenfunction of the first boundary-value problem for the operator 
:£ belongs to Hfo"62(Q). 

If, in addition, the boundary aQ E CP+2 and f E W(Q), then 
u(x) E HP+2(Q); in particular, every generalized eigenfunction of 
the first boundary-value problem for the operator X belongs to 
W+2(Q). 

Totally analogous results hold also for the generalized solutions 
of the second and third boundary-value problems for Eq. (36) and 
the corresponding eigenfunctions for the operator :t. 

§ 3. CLASSICAL SOLUTIONS OF LAPLACE'S 
AND POISSON'S EQUATIONS 

1. Harmonic Functions. Potentials. A real-vah1ed fnnction u(x) is 
termed harmonic in a region Q (or in an open set) in the space Rn if 
it is twice continuously differentiable in Q and satisfies the Laplace 
equation 

ll.u = 0 (1) 
at every point x E Q. 

An equivalent definition of a harmonic function can easily be giv
en in terms of Hk spaces (as usual, functions are considered equal if 
they coincide almost everywhere). 

A function u(x) belonging to Htoc(Q), where Q is a region in Rn• 
is called harmonic in Q if it satisfies the integral identity 

) V'u V'vdx= 0 (2) 
Q 

for all v E H 1(Q) having compact support in Q (that is, equal to zero 
a.e. in Q""' Q' for a certain Q' (£: Q). 

If u (x) E C2 (Q) is harmonic in Q, then it obviously belongs to 
Hto~(Q). Multiplying (1) by an arbitrary v E H1(Q) with compact 
support in Q and integrating the resulting identity over Q, we find. 
by means of Ostrogradskii's formula, that u satisfies the integral 
identity (2). 

Suppose now that u E Hfoc(Q) and satisfies the integral identity (2) 
for all v belonging to H 1(Q) and having compact support in Q. 
Take an arbitrary strictly interior subregion Q' of Q. Since u E H 1(Q') 

;;d satisfies the identity:) r '\i'U'\i'Vdx =iO for all v E H1(Q'), u E 
Ill .l 
" Q' 

E Coo (Q') by Lemma 2, Sec. 2.2, and Theorem 2, Sec. 6.2, Chap. III. 
What is more, u satisfies Eq. (1) in Q' (see Corollary to Lemma 2 of 
Jhe preceding section). Since Q' is arbitr11ry, the function u (x) belong$ 
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to C00 (Q) and satisfies Eq. (1) in Q, that is, is harmonic. 
If a function u harmonic in Q is twice continuously differentiabl& 

in Q, then, integrating (1) over and using Ostrogradskii's formulap 
we obtain the identity 

f r r' a I' 0= J /).udx=.l div(Vu)dx= ]'a~ dS ~(3) 
:Ql lQ fJQ 

which will be frequently used in the sequel. 
Let ~ be any point in Rn, and let r = I x - £ 1- Since ().j = 

= frr + n r 1 /r for a function f dependin~only on r, the harmonic 

function u depending only on r satisfies the ordinary differential 

equation Urr + n- 1 Ur = 0. The general solution of this equation 
r 

on the half-liner> 0 has the form 7:~2 + c1 if n > 2 and c0 ln r + 
+ c1 if n = 2, where c0 and c1 are arbitrary constants. Therefore all 
the functions harmonic in the entire space except at the point x = £ 
and depending only on I x - £ I have the form I x-c~ 1n_2 + C1 if 

n > 2, and c0 In I x - ~ I + c1 if n = 2 (c0 and c1 are arbitrary 
constants). 

The function 

U(x-<)~{ 
1 

(n-2) O"n I x-6Jn-~ ' 
1 

2n In lx-~1, 
(4) 

n=2, 

harmonic in Rn ""'- {x = £}, where an is the surface area of the unit 
sphere, is called the fundamental solution of the Laplace equation. 
This function plays a basic role in the study of solutions of the
Laplace and Poisson equations. 

For any measurable function p0(£) bounded in Q the function 

uiJ(x) = ) U(x-~) p0(£) d£, (5) 
Q1 

which is defined for all x, is called the volume potential with densi
ty p,. 

Far any function p1(£) and p2(£) integrable over oQ the functions-

u1(x) =) U(x-£) p1(£) dS~, (6) 
8Q 

u2(x) = r aU(x-~) P2(£) dS~, (7} 
l ~an~ aQ 
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which are defi.ned,)for all x ERn '---._8Q, are, respectively, referred to as 
potentials of simple and double layers with densities p1 and p2 • 

We have already encountered the potentials (5), (6) and (7). In 
Sec. 6.1, Chap. III (Theorem 1}, it was established that any function 
u(x) E C2 (Q) can be expressed as a sum of three terms: the volume 
potential with density ~u. the potential of simple layer with density 

- :~ and the potential of double layer with density u: 

u (x) = ) u (x-£) ~u (s) ds-) u (x-s) ·a~~s) _dSai 
Q aQ 

If the function u E C2(Q) and is harmonic in Q, then (8) yields 

u(x) = J ( au~:~ s) u(s)- a;~s) U (x- s)) dS~j (9) 
aQ 

for any x E Q. 
Lemma 1. The potentials of single and double layers are harmonic 

in Rn '---._8Q. 
Proof. Let x0 be any point inRn '---._8Q, and let t5 > 0 be the distance 

from this point to aQ. The integrand functions in (6) and (7) regarded 
as functions of £, s E aQ, belong to L1(8Q) for all x lying in the ball 
{I x- x0 I< 6/2} and belong to C""(l x- x0 I~ 6/2) for almost 
all s E aQ if they are regarded as functions of x. Furthermore, for all 
s E aQ and x in:the ball {I x- x0 I< 6/2} the estimates ID~U (x

- s) I~ c, In: au~:~s) I~ c hold in which a = (al, ... , an) is 

arbitrary and the constant C > 0 depends only on t5 and a. Therefore 

j"i)~U(x-s) P1(6)1~C I P1(6) I· I 
I Da au(x-£) (!:):I C.C"'f!jl (!::)I ·' 

X anG P2 "' I ~ P2 "' •• 

Then, by Theorem 7, Sec. 1.7, Chap. II, the functions u1(x) and 
u 2(x) are infi.nitely differentiable in the ball {I x - x0 I < 6/2} and 

Dau1(x) = ~ p1(6) D~U(x-6) dS6 
aQ 

and 
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for any a. In particular, 

and 

Llu1 =) pt(6) Ll:P (x-6) dS~ = 0 
aQ 

Ll~ (x) = ) Pz (6) a~ LlxU (x- s) dS~ = 0, 
lJQ ~ 

because Llx.U (x - s) = 0 when X =I= S· 

235 

Lemma 2. If Po (6) E C'L (Q), then the volume potential u0 (x) 
belongs to C2 (Q) n C1 (Q) and satisfies Poisson's equation Llu0 = Po 
for all x E Q. 

Proof. Since the function p0 is measurable and bounded in Q, 
it follows (see Sec. 1.12, Chap. II) that u 0 E C1 (Q) and 

auo = r au (x-~) (1::) rre = - r 'aU (x-~)' (f:) dt . 1 
axi j axi Po.,...,.., J la~i ,Po"' ..,, ~= ' ... , n. 

Q Q 

If p 0~(s) EIC1 (Q), then, by Ostrogradskii's formula, 

-:~; = ~ U (x-s) ~~ d6- r U (x-£) Po (s) ni (6) dS~, 
Q aQ 

/'-.. 
where the function n1 (s) = cos (n, s;) is continuous on iJQ. 

The first term~on the right-hand side of this identity is the volume 

potential with density ~~; which is continuous in Q, thereby imply

ing that~this term belongs to C1 (Q). The second term is the potential 
of the simple layer with density p0n1 continuous on iJQ, and, accord-
ingj to Lemma 1, belongs to c>O (Q). Therefore Uo E C1(Q) n 
n C2(Q). Take an arbitrary function \jJ E C2 (Q) with compact sup-

port in Q. Since 'i'laQ = ~¢ j = 0, by (8) 
un aQ 

¢ (x) =) u (x-s) Ll¢ (s) d£ (tO) 
~Q 

for all x E Q. Applying Green's formula to the funcdons 'lj> and u 0 

and using successively Fubini 's theorem (Theorem 10, Sec. 1.11, 
Chap. II) and the identity (10), we obtain 

) \jl(x) Llu0 (x)dx = ) Ll\jl(x) u0 (x)dx 
Q Q 

=) Ll¢(x) () p(x-s) Po(6) d£) dx 
Q Q 

= ) Po(s) ( ) U (x- s) d \jl(x)dx ) d6 = ~ 'l'(s) p0(s) ds. 
Q Q Q 
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Thus for any function '¢ E C2 (Q) with compact support in Q the 
identity, 

J 'i-1 (x) (~u0 (x)- Po (x)) dx = 0 
lQ 

holds, implying that ~u0 = Po in Q. I 
2. Principal Properties of Harmonic Functions. We shall now 

establish some of the important properties of harmonic functions. 
Theorem 1. (First Mean Value Theorem). Let u (x) be a harmonic 

function in Q and x any point of Q. Then for any r, 0 < r < d, where 
d is the distance of X from the boundary oQ, 

) u (S) dS~. (11) 
Jx-~l=r 

Proof. Since u(£) E C2 (I s - x I ~ r), formula (9) is applicable 
to this function in the region {I £ - x 1 < r}. By this formula 
for n > 2 (for n = 2, the argument is analogous), 

( ) r 1 au(~) dS 
U X = j (n-2).<Tnrn 2 an !; 

JG-Xl=r 

r u(~) 
J (n-2)crn 

Js-xJ=r~ 

1 \ au(~) dS 
- (n-2)crnrn-i J an t 

/i-xl=r 

+ cr)n-1 J u(£) dS~, 
JE-xJ=r 

because on the sphere { I£-xI= r} 

o 1 a 1 
I ;-x 1n-2 I ~-x In 2 (n-2) (n-2) 
an~ a 16-x 1 - 1 x-6Jn-1 rn-1 • 

Formula (11) now follows from (3) 1. 
Theorem 2 (Second Mean Value Theorem). Let u(:c) be a harmonic 

function in Q and :c any point of Q. Then for any r, 0 < r < d, where 
d i& the distance from X to the boundary oQ, 

u(x) =-.;..- \ u(£) d£. 
<Tnr .I 

IG-xJ<r] 

Proof. According to Theorem 1, the identity 

O'nPn-1u(x) = J u(£) dS, 
1;-x1 =P 

(12) 
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holds for any p, 0 < p <d. Integrating this with respect top from 0 
to'r, we'obtain (12). I 

Theorems 1 and .2 are referred to as mean value theorems because 
the right-hand sides in (11) and (12) are the average values of the 
function u over the sphere {I G - x I = r} and over the ball 

{I £ - x I < r}, respectively ( O'nrn-l is the surface area of this sphere 

and CJ';;n the volume of the ball) . 

As shown ~above, a function which is harmonic in Q is infinitely 
differentiable in Q. The following result often proves useful in the 
study of harmonic functions. 

Lemma 3. Let the junction u(x) be harmonic in Q and be bounded: 
I u(x) l ~ M. Then any derivative Dau (x) of order I a I = k, k = 
= 1,~2, •.. , at the noint x E Q satisfies the inequality 

I Dau (x) 1-<:M ( ~ )" k". (13) 

where {) is the distance from the point X to the boundary aQ. 
Proof. This lemma will be proved by induction on k. 
Suppose first that k = 1. We shall demonstrate that : u,.i I ~ 

~ Mn/6 for all t = 1, .•. , n. Since the function u,. is harmonic 
in Q, by Theorem 2, for any 6' < 6, 

u,..(x)=~ I u~.d£=~ I u(£)cosaidS~, 
t CJnu J t CJnu J 

1';-xi<O' 1;-xf=O' 

where a 1 is the angle between the vector £ - x and the O£i axis. 
Therefore 

!u,..(x)l-<: :,n I j'u(£)ldSa-<:M :.n crn6m-1 =Mn/6'. 
t CJnu J CJnu 

1~-xi=O' 

The desired inequality follows from this by passing to the limit as 
1')'-+ 6. 

Assume that the lemma has been proved for all derivatives Dau, 
where I a I ~ k - 1, k::.? 2. Let us prove the inequality (13). 

Take two balls {I£- xI< 6'} and { I £-xI< 6'/k} with 
eentre at the point x (<'>' is any positive number less than 6). By the 
induction hypothesis the following inequality holds for any point £ 
ill the ball { I£- x I< 6'/k} and any ~. I~ I = k- 1: 1 

ID~u(£)1-<M ( 6'.:.6'/k r-1 (k-1)"-t=M~:( ;, r-1 k"-1. 

Thus for any ~. ! ~ I = k- 1, the harmonic function D~u(£) is 

:bounded in the ball {I £ - x I < <'>' /k} by a constant M ( ;, ) h-i k"--1. 
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Then, by what has been just established, for the first derivatives of 
this function we have , 

I (D~u (s)hi I<M ( ;, r-Hkl!-i~( ()~! ) = M ( ;, r kll, i = 1, ... 'n. 

That is, for any a, I a I = k, we have I Dau I ~ M ( ;, ) "k". 

Letting 6'-+ 6 in this inequality, we obtain the inequality (13). I 
Let us take up some of the applications of Lemma 3. 
Theorem 3. From any infinite set of harmonic functions in Q that are 

bounded in'Q by the same constant a sequence can be chosen which con
verges uniformly on any strictly interior subregion of~ Q. 

Proof. Let ID1 be an infinite set of harmonic functions u (x) in Q 
which are' bounded in Q by the same constant: I u (x) I ~ M. Con
sider a sequence of regions Q1 , Q2 , ••• , such that Q1 c: Q2 c: ... ; 

Qi ~ Q, i = 1, 2, ... ; u Qi = Q. 
i=1 

The set ID1 consists of functions belonging to C(Q1) and bounded 
on Q1 by the same constant. By Lemma 3, there is a constant C > 0, 
depending only on Q1, such that for all functions u in ID1 1 vu I ::::;;: C 
for x E Q1• Therefore the set ID1 is equicontinuous in Q1 • According 
to Arzela 's theorem, it is possible to choose a sequence u11 , u12, ••• 

from ID1 which converges uniformly in Oto Since this sequence is 
uniformly bounded and, by Lemma 3, is equicontinuous in Q2 , 

a subsequence u 21, u 22 , ••• can be selected from it which converges 
uniformly in Q., and so forth. It is apparent that the diagonal se
quence uw u 22 , ••• is the desired sequence. I 

Theorem 4. Suppose that a sequence u1(x), u 2(x), ... of harmonic 
functions in Q converges to u(x) uniformly in any strictly interior 
subregion of Q. Then the function u(x) is harmonic in Q and for any 
a = (a1, ••• , an) the sequence Dau1 , Dau 2 , ••• converges to Dau 
uniformly in any strictly interior subregion of Q. 

Proof. Let Q' be any strictly interior subregion of Q. Then the 
function u (x) E C (Q'). Take any region Q" such that Q' ~ Q" ~ Q. 
It is clear that each Um (x) is bounded in Q". According to Lemma 3, 
for any a there is a constant C > 0, depending only on Q', Q" and 
I a I, such that 

II Da ( Um- Us} lbQ') <: C II Um- Us lbzy') 
for all m, s = 1, 2, .... Since llum- Us llc(Q")-+ 0 as m, S-+ oo, all 
the sequences D aum, m = 1, 2, ... , are fundamental in the norm of 
C(Q'). This means that the function u (x) E Coo(Q') and for any 
all Daum- Dau llc(ih-+ 0 as m-+ oo. 
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Passing to the limit as m-+ oo in the equation ~um = 0, x E Q', 
we find that ~u = 0 in Q', that is, u(x) is harmonic in Q' and hence 
also in Q. I 

Theorem 5. A function which is harmonic in Q is analytic there. 
Proof. Let the function u(x) be harmonic in Q. Take any point 

x0 in Q, and let 6 > 0 denote the distance between' this point and 
the boundary aQ and 86/4 (x0) denote the ball {I X - x0 I < 6/4 }. 
The function u(x) E C(Q6;2), therefore it is bounded in Q612 ; let 
M = max I u(x) I· 

~EQ6/2 
Since the distance from any point of the ball Sr,14(x0) to the bound

ary 8Q6;2 is not less than 6/4, by Lemma 3 for any point x in 
8o;4 (x0) and any a= (a1 , ••• , an) the inequality 

I Dau !-<M (4n/6)1all a 11a1 

kk+1/2 1 
holds. Since lim = ,,~ (Stirling's formula), there is 

k-+oo k! ek r 2;n; 

a constant C > 0 such that 0 ~ Cekk!, and hence I a llal ~ Celal (I a I)! 
for all natural k. 

If in the identity (x1 + ... + Xn)k = ~ (I ~ 11 )! xa, which is 
laJ=h 

true for any natural 'k, we set x1 = ... = Xn = 1, we obtain the 
identity nk = h (I a I )!/a! which implies the inequality (I al)!/a! ~ 

Lai=k -< nlal. Therefore for all x E 8r,14 (xO) and all a 

1Daui-<CM(4n2e/6)iala!. (14) 

From the inequality (14) it follows first of all that the Taylor 
series 

a 

of function u(x) converges absolutely in the ball 8 = { I x - x0 I < 
< 4: 2e } , therefore the sum of this series is an analytic function in $. 

Let us show that this series converges to u(x) in the ball 8' = 

= {I x- x0 I < 8: 3e}. For this it is enough to demonstrate that 
the remainder term in the Taylor's formula 
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for function u, where I a I<, 1, approaches zero as N- 00 at 
every point of S'. Since for x E S' the point 'x0 +;a (x - x 0) also 
lies in S', and thus in the ball S 514 (x0), we ftnd, in view of (14), 
that for all x E S' 

IR .1 ~c-(4n2e)N(t))N CM N_CCM 
N (x) -< LJ M -&- 8n3e -< (2n)N n -y • 

lai=N 
Hence RN (x)- 0 as N- oo. 

Since the point x0 E Q is arbitrary, the function u(x) is analytic 
in Q. I 

In the two-dimensional! case,, apart from Theorem 5 establishing 
the analyticity of a harmonic function as a function of two variables 
x 1, x 2 , a deeper result holds that connects harmonic functions with 
analytic functiJns of a single complex variable z = x1 + ix2 • For 
simplicity, we confine our discussion to a simply connected region. 

Theorem 6. For the function u(xu x2) to be harmonic in a simply 
connected region Q it is necessary and sufficient that there exist an ana
lytic function f(z) in Q, z = x1 + ix2 , such that u(x1, x2) = Re f(z). 

Sufficiency. Suppose that f(z) is analytic in Q. Then the functions 
u(.x1 , X 2) = Re f(x1 + ix2) and v(x1 , x2) = Im f(x1 + ix2 ) in Q 
are infinitely differentiable and they satisfy Cauchy-Riemann equa
tions: 

(15) 

Differentiating the first of equations (15) with respect to x1 and the 
second with respect to x 2 and adding them, we see that ~u = 0, that 
is u is a harmonic function. 

Necessity. Assume that the function u is harmonic in Q, and con
sider the function 

v_(x) = ) - u,, dx1 + Ux,;dx2 , 

L(xO,~x)~ 

where x0 = (x~, x~) is a fixed point of Q, x = (x1 , x2), and L(x6 , x) 
is any rectifiable 'curve joining the points x0 and x and lying in Q 
(since Q is a simply connected region, Green's formula yields that 
the function v does not depend on the contour L). The function 
v(x) E C1(Q) and satisfies conditions (15). Consequently, the function 
f = u + iv is an analytic function of x1 + ix2 in Q. I 

Remark 1 • .The analytic function f(z) corresponding to the harmo
nic function · u(xu x 2) is defined up to a pure arbitrary constant. 
Indeed, suppose that ft(z) = u + iv1 and f 2(z) = u + iv2 are two 
analytic functions in•Q for which Re ft = Re f 2 = u. Then the func
tion ft - f 2 = iv, where the (real) function v = v1 - v2 , is analytic 
in Q. In view of the Cauchy-Riemann equations, Dx, = Vx, = 0, that 
is,- v2 = v1 + c, where c is any real constant. Accordingly, f.Jz) = 

= f1(z) + ic. I 
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Remark 2. An assertion analogous to that of Theorem 6 holds also 
for any region Q. In this case the analytic function f of x1 + ix2 

in Q, constructed corresponding to the function u harmonic in Q, 
may be multiple-valued. For instance, to the function In I z I harmo
nic in the annulus {1 < I z I< 2} there corresponds a multiple
valued function In z = In I z I + i arg (x1 + ix2 ) (z = x1 + ix2 ) 

analytic in this annulus. 
Corollary. Suppose that the function z' = F(z) = F 1 (x1 , x 2) + 

+iF 2 (x1 , x2), z = x1 + ix2 , analytic in a simply connected region Q maps 
Q one-to-one onto another simply connected region Q' of the complex 
plane z' = x; + ix;. If the function u' (x') is harmonic in Q', then 
the function u(x) = u'(F1(x), F 2(x)) is harmonic in Q. 

In fact, let the function f'(z') analytic in Q' be such that u'(x') = 
= Re f'(z'). Since the function /(z) = f'(F(z)) is analytic in Q, 
the function u(x) = u' (F1(x), F 2 (x)) = Re f'(z') = Re /(z) is 
analytic in Q. 

The following important property of harmonic functions, a con
sequence of a mean value theorem, is referred to as the maximum 
principle. 

Theorem 7 (The maximum principle). Let a function u(x) harmonic 
in Q be continuous in Q. Then either u(x) = const in Q or 

min u(:r) < u(x) <max u (x) (16) 
xeoQ xeoQ 

for all x E Q. 
Proof. Put M = max u(x). Let us show that if the right-hand 

xEQ 
inequality in (16) is violated at a point in Q, then the function u(x) = 
= const = Min Q. Indeed, assume that there is such a point. Then 
in QAthere is a point x0 at which u = M. Taking any point y in Q, 
we shall demonstrate that u(y) = M. Join the points y and x0 by 
a polygonal line L (without self-intersection) lying wholly in Q. 
By d > 0 denote the distance between L and 8Q. We cover L by 

a finite number of balls S; ={I x- xi I<~}. i=O, 1, ... , N, 
with centres at xi E L n S;_1, i = 1, ... , N. The point x0 is the 
centre of the ball S 0 and the pointy E SN. 

By the second mean value theorem (Theorem 2), 

that is, 

u(x0) = crn(~2)n ) u(x) dx, 
Jx-xOJ<d/2 

r (u(x) -u(xO)) dx = 0. 
So 

Since the integrand function u(x) - u(x0) is nonpositive u(x) = 
= u(x0 ) = M in S 0 , and, in particular, u(x1) = M. Repeating the 
16-0594 
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same arguments for the point x1 and the ball S 1, it can be shown that 
u(x) = Min S 1 , and, in particular, u(x2) = M, and so on. Finally 
we find that u(x) =Min SN, and, in particular, u(y) = M. 

Thus it is established that either u(x) = const in Q or the right
hand inequality in (16) holds for all x in Q. Applying this result to 
-u(x), we obtain that either u(x) = const in Q or the left-hand 
inequality in (16) holds for all x in Q. I 

Corollary. It readily follows from Theorem 7 that a function u(x) 
harmonic in Q and continuous in Q satisfies the inequality 

II u !lc(Q)-< If u llc(aQ). (17) 

Theorem 8. Let the functions uh(x), k = 1, 2, ... , belong to C(Q) 
and be harmonic in Q. If the sequence uh laQ, k = 1, 2, ... , converges 
uniformly on aQ, then the sequence UJt,k = 1, 2, ... , converges uni-
formly in Q to a function harmonic in Q. 

Proof. In fact, we have by formula (17) 

II Us- Um IIC(Q)-< II Us- Um lbaQ) 
for all sand m. Since the sequence U~tlaQ, k = 1, 2, ... , converges 
uniformly on iJQ, II U8 - Um llc(8Q)-+ 0 as m, s-+ oo; hence llus
-um llc{Q>-+ 0 as m, s-+ oo. The completeness of the space C(Q) 
implies that there is a continuous function u(x) to which the sequence 
uh (x), k = 1, 2, ... , converges uniformly in Q. That the function 
u (x) is harmonic in Q follows from Theorem 4. I 

3. On Classical Solutions of the Dirichlet Problem for Poisson's 
Equation. Let us recall that a function u (x) is called the classical 
solution of the Dirichlet problem (the first boundary-value problem) 
for Poisson's equation 

11u = f, X E Q, 

ulaQ = q:>, 

if u(x) E C2(Q) n C (Q) and satisfies (18) and (19). 
First of all we shall establish uniqueness of the solution. 

(18) 

(19) 

Theorem 9. The Dirichlet problem for Poisson's equation cannot 
have more than one classical solution. 

Proof. Let u1(x) and u 2(x) be two solutions of the problem (18), 
(19). Then the function u(x) = u1(x) - u 2(x) is harmonic in Q, 
continuous in Q and vanishes on iJQ. Therefore, by the inequality (17), 
u = 0 in Q, that is, u1 = u2 • I 

The existence of the classical solution of the problem (18), (19) 
was established in Subsec. 3 of the preceding section under the assump-

(;.]+t [~]+1 [-~-+1] 
tion that aQ E C 2 , I E H 2 (Q), q:> E C 2 (iJQ). We have, 
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in fact, established there a stronger result: under the assumptions 
made regarding aQ, f and <p the generalized solution u of the problem 

l~]+3 [-i]+1 
(18), (19) belongs to the space H1oc (Q) n H (Q). This, in 
view of the embedding theorem, implies that u(x) E C2(Q) n C(Q), 
that is, is a classical solution. But the conditions of functions being 

[~]+3 l;]+1 
contained in the spaces H Joe (Q) and H (Q) are more stronger 
than their being contained in the spaces C2(Q) and C(Q), respec
tively. Therefore it seems plausible that the classical solutions exist 
under milder conditions on aQ, f and <p. 

Theorem 10. If aQ E C2 , f E C1 (Q), <p E C (aQ), then the problem 
(18), (19) has a classical solution. 

We start by proving Theorem 10 for the case of homogeneous equa
tion (18), that is, for the problem (1), (19). 

Lemma 4. If aQ E C2 and <p E C (aQ), then the problem (1), (19) 
has a classical solution. 

[_:;z- ]+1 
Proof. Suppose first that aQ E C . Since <p E C (8Q), there 

{.2:]+1 
exists a sequence of functions <pll, k = 1, 2, ... , in C 2 (8Q) 
converging uniformly on aQ to the function <p. (Indeed, the continu
ous extension of <p into Q can be approximated in C(Q) by functions 
belonging to C""(Q) and their values on the boundary belong to 

l ~ ]+1 
C (8Q).) But for any <pll there is a function ull(x) harmonic in Q 
which is a classical solution of the problem (1), (19) with this bound
ary function. By Theorem 8, the sequence ull (x), k = 1, 2, ... , 
converges uniformly in Q. Moreover, the limit function u (x) is 
harmonic in Q, continuous in Q and satisfies the boundary condition 
(19), that is, is a classical solution of the problem (1), (19). 

Assume now that aQ E C2 • By <I> denote the continuous extension 
into Q of the boundary function <p, and set M = max 1<1> (x) I· Take 

xEQ 
a sequence of regions Q;, i = 1, 2, ... , having the following prop-

"" [~]+1 
erties: Q; ~ QH1 for all i = 1, 2, ... ; U Q; = Q; aQ; E c 2 , 

i=1 
i = 1, 2, .... By what has been proved, for any i = 1, 2, ... there 
exists in Qi a classical solution v;(x) of the problem (1), (19) satis
fying the boundary condition v;iaQ. = <lllaQ.· Moreover, for all 
i = 1, 2, , , , I I 

max I v; (x) I<M. 
xeQi 

16* 
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Let u1(x) denote a function defined in Q that is equal to v1(x) in 
Q1 and vanishes outside Q1, i = 1, 2, .... By Theorem 3, the sequence 
of functions u2(x), u 3(x), ... harmonic in Q2 contains a subsequence 
Uw u12 , ••• which converges uniformly in Q1• The sequence Uw 

u12 , ••• is composed of functions harmonic in Q3 (if the function 
u 2(x}, possibly contained in this, is rejected). Therefore, according 
to Theorem 3, from it a subsequence u21 , u 22 , ••• can be chosen which 
converges uniformly in Q2 , and so forth. 

Consider the diagonal sequence uw u22 , ••• , uPP• .... The corres
ponding subsequence of the sequence of regions Qm, m = 1, 2, ... , 
will be denoted by Q 1;, i = 1, 2 ... : the function uii equals v 11 in 
Qii and vanishes outside Qii. The sequence (uPP• p = 1, 2, ... , 
converges, obviously, in Q and this convergence is uniform 
on any Qii. Consequently, by Theorem 4, the limit function 
u(x) is harmonic in Q. What is more, I u(x) I ~ M for all x E Q. 

We shall show that u(x) is continuous in Q and satisfies the bound
ary condition (19), that is, u (x) is a classical solution of the prob
lem (1), (19). 

Take an arbitrary point x0 E fJQ. Since fJQ E C2, there are a point 
x1 ~ Q and a number r > 0 such that the ball {I x- x1 I< r} touch
ing the boundary fJQ at x0 does not contain points of Q and the 
sphere {I x- x1 I = r} has only one common point x0 with fJQ. 
Fix an e > 0. Since <D(x) is continuous at x0 , a number 6 = 6(e) > 
> 0 can be found such that I <l>(x) - <l>(x0) I < e for all points of 
the ball {I x - x0 I < 6} lying in Q. Since for x =1= x1 the harmonic 
function 

1 1 
w(x) = rn-2 - I x-xijn-2 

(for the sake of definiteness the case n > 2 is considered; when n = 2, 
w (x) = - ln r + ln I x - x1 I) is nonnegative for all x E Q and 
vanishes at only one point x0 in Q, we can find a C = C (6) > 0 such 
that. the inequalities 

<D(x0) - e - Cw(x) < <l>(x) < <l>{x0) + e + Cw(x) 

hold for all x E Q. 
The functions Upp(x) + Cw(x) and Upp(x)- Cw(x) are harmonic 

in QPP• continuous in Qpp and (upp + Cw) laQpp =(<I>-+- Cw) laQpp> 
> <'D(x0) - e and (upp - Cw) laQpp = (<I> - Cw) laQpp < <D {x0) +e. 
Therefore, according to the maximum principle, upp(x) +Cw(x)> 
> cD(xO)- e and Upp(x)- Cw(x) < <D(xO) + e in Q PP• that is, 

<l>(xO)- 8- Cw(x)<: Upp(x)<:<D(xO) + e + Cw(x) 
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for all x E Qpp· Accordingly, for any x E Q 

<I>(xO) -e-Cw(x)-:(u(x)-:( <I>(xO) + e + Cw(x). 

Since w (x)-+ 0 as x-+ xo, these inequalities, in turn, imply that 

<I>(xO)-e-:( lim u(x)-:(lim u(x)-:(<I>(xO) +e, 
X-+XO X-+xO 

whence it follows, as e > 0 is arbitrary, that u(x) is continuous at 
the point x0 and u(x0) = <I>(x0) = cp(x0). I 

Proof of Theorem 10. Consider the function u 0(x) = ) U(x-
Q 

- y) f(y) dy, which is a volume potential with density f. Applying 
Lemma 2, we find that Uo(x) E C2(Q) n C1(Q) and is a solution of 
Eq. (18) in Q. According to Lemma 4, there exists a classical solution 
v(x) of the problem Llv = 0 in Q, vlaQ = cp - u 0 laQ· Then the 
function u = u0 + vis a classical solution of the problem (18), (19). I 

By means of Theorem 10, we can establish the following important 
property of harmonic functions. 

Theorem 11 (On removal of singularity). Let the function u(x) be 
harmonic in the region Q"'-. {x0 }, where x0 is a point of Q. If u(x) = 
= o (U (x- x0)), as x-+ x0 , where U is the fundamental solution of 
the Laplace equation, then lim u (x) = A exists and the function u(x) 

X-~>oX 0 

redefined at x0 by A is harmonic in Q. 
Proof. Consider the ball SR(x0) = {I x- x0 I< R} lying strictly 

inside Q. Let the function v(x), satisfying the boundary condition 
v las R (x•) = u las R<x•), be the classical solution of the Dirichlet prob
lem for the Laplace equation in the ball SR(x0). The function 
u(x) - v(x) = w(x) is harmonic in S R(x0) "'-. { x0 } and w los R<x•) = 
= 0. To establish the theorem, it suffices to show that at every point 
of the set SR(x0)"'-. {x0 } the function w = 0: in this case the function 
u(x) coincides with v(x) for all x E SR(x0)"'-. {x0 }, and, consequently, 
the function u (x) redefined at the point x0 by A = v(x0) coincides 
with the harmonic function v(x) throughout the ball SR(x0). 

With arbitrary e > 0, consider the two functions 

e 
z±(x) = I x-xo In 2 + w(x) 

(to be definite, let the dimension of the space be n > 2; when 

n = 2, z±(x) = e ln I xZ::.xo I ± w(x)). The functions z±(x) are 
harmonic in S R(xO) "-{xO} and z±(x) lasR(xO) = e/ Rn-z > 0. Since, by 

hypothesis, u(x) = o ( I x-!o In 2 ) as x-+xo, we have z±(x) hx-xOf=p= 
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e e ( 1 ) = pn-2 + w lix-xOJ=p = pn-2 + o pn-2 • Therefore z± (x)IJx-xOf=P > 0 
for sufficiently small p > 0. According to the maximum principle, 
z±(x)>O for all x in the spherical annulus P-<lx-xoi-<R. Let 
xi be any point in SR(x~)"{xo}. This point belongs to the spherical 
annulus P-<1 x-x0 1-<R for sufficiently small p. Consequently, 
z± (xi)> 0, that is, I w (xi) I< 8 , implying w (xi) = 0 

I xi-xO ln-2 
since e > 0 is arbitrary. I 

In Theorem 10 the existence of a classical solution of the Dirichlet 
problem (18), (19) has been established for any f E C1(Q), <p E 
E C (iJQ), iJQ E C2 • It can be asked whether for the solvability ofthis 
problem it is enough to require merely that f E C(Q). The condition 
that f E C1(Q) is really more than what is required: it can be shown 
that for the solvability of the problem it is enough to assume that 
the function f satisfies in Q the Holder condition with some positive 
exponent *. But, as demonstrated by the following example, this 
condition cannot be replaced by the condition that f E C(Q). 

In the ball Q = {I x I < R} of radius R < 1 consider Poisson's 
equation 

/1 x~-xf ( n+2 1 ) 
u = 21 x 12 (-In 1 x 1)112 + 2 (-In 1 xI )312 ' 

(20) 

where the function on the right-hand side (set zero at the origin) is 
continuous in Q. The function 

u(x)=(x:-x~)(-lnlxl) 112 (21) 

belongs to C(Q) n C00 (Q"' {0}) (the point {0} is the origin) and, as 
is easily verified, s~tisfies in Q"' {0} the equation (20) as well as 
the boundary condition 

(22) 

Nevertheless, the' function u(x) cannot be a classical solution of 
the problem (20), (22): since 

• • ( 1/2 xf (xf-x~) hm Ux 1x1 = hm 2 ( -ln I xI) + 112 
lxJ-+0 lxl-+0 lx14 (-lnlxl) 

2xf x~-x~ 

I X r2 (-In I X 1)1' 2 21 X 12 (-lnl xi )1' 2 

it follows that u(x) ~ C2(Q). 

* A function f(x) is said to satisfy in Q the Holder condition with some expo
nent a > 0 if there is a constant M such that I f(x') - f(x") I < M I x' -x" I a 
for any points x', x" of Q. 
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Let us show that the problem (20), (22) has no classical solution 
at all. 

Assume, on the contrary, that the classical solution v(x) of this 
problem exists. Then the funcion w(x) = u(x) - v(x) is harmonic 
and bounded in Q"--.. {0}. According to the theorem on removal of 
singularity, the function w(x) may be redefined at the origin so that 
it will become harmonic in Q and therefore belong to C2 (Q). There
fore, in particular, the (finite) limit lim Wx,x, exists. The existence of 

(xi-0 

finite limit lim Vx,x, follows from the fact that v(x) belongs to 
I X l-0 

C2 (Q). Accordingly, the finite limit lim Ux,x, = lim Wx,x, + 
!xi-0 lxi-O 

+ lim Vx,x, must exist. This contradiction establishes the assertion. 
I X i-0 
We have more than once used the formula (8) expressing an arbi

trary function u(x) in C2(Q) in terms of the values in Q of its Laplace 
au 

operator and the values u and an on the boundary 8Q. In the sequel 

we shall require another formula of the same sort. 

First of all note that for an arbitrary function u(x) E C2(Q) and 

any point y~ Q the following formula holds: 

0 = ~ U (y--~) L\u (~) d~ 
Q 

+ ~ [u(~) au~~~~) a~~~) U(y-~)]ds~, (23) 
oQ 

where U(y- ~)is the fundamental solution of the Laplace equation. 
To prove this identity, it is enough to apply Green's formula to 

the functions u(~) and U(y - ~) in Q: 

~ [ u(~) L\6U (y- ~) - U (y- ~) L\u(~)] d~ 
Q 

and use the fact that the function U(y - s) regarded as a function 
of s is harmonic in Q. 

Now take any points x E Q, y ~ Q, and consider a function d(y) 
continuous outside Q. Multiplying (23) by d(y) and subtracting the 
resulting identity from (8), we find that for any function u E C2(Q) 
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the representation 

u(x) = \ [U(x-£)-d(y)U(y-£)]L\u(£)d£ 
Q 

+) [a~~£) (d(y)U(y-£)-U(x-£)) 
aQ 

+u(£) a~~ (U(x-£)-d(y)U(y-6))] dS6 (24) 

holds for all x E Q, y ~ Q and any function d(y) which is continuous 
outside Q. 

It may be shown that under fairly wide assumptions regarding 
region Q there exists a transformation y = y(x) which associates 
with every point x E Q a point y ~ Q and there is a function 
d(y(x)) such that 

d(y(x)) U(y(x) - £) - U(x - £) == 0, £ E iJQ (25) 

for all x E Q. Formula (24) gives then representation in Q of an arbi
trary function u(x) E C2(Q) in terms of its value on the boundary 
and the value of the Laplace operator of this function in Q. We shall 
confine our discussion to the case when Q is a ball; in this case it is 
possible to find explicit expressions for the functions y(x) and 
d(y(x)). 

Thus, suppose that Q = {I£ I< R}, and, to be definite, let the 
dimension of the space be n > 2. Then the condition (25) assumes 
the form 

1 d(y(x)) _ O 
I y(x)- £ In 2 = ' lsl=R, 

or, if b denotes d1f<n-2>, the form 
1 b(y(x)) 

lx-£1 jy(x)-sl ' lsi=R. 
The mapping y = y(x) will be sought in the form 

y = a(x) x, 

(26) 

(27) 

where the function a(x) is to be determined. The identity (26) will 
hold if the functions a(x) and b(y(x)) are connected by the relation 

I y(x)- £ 12 == b2(y(x)) I x- £ 12 , I £ I = R, 
or by 

(a2(x)- b2(y(x))) j x j2 + (1- b2(y(x))) R2 

= 2 (x, £)(a(x)- b2(y(x))), lsi=R. 
Set b(y(x)) = I~ 1 , a(x) = b2(y(x)) = 1 ~2 1 . Then the identity (26) 
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holds and for any x E Q the point 
R2 

y = y(x) =a(x) x = JXT2 x (28) 

is situated outside Q because I y I = R 2/l x I> R for I x I< R. 
For the sphere { Is I= R} the normal is given by n; = Th- = ~· • 

therefore 

a ( 1 ) ( 1 ·) n-2 
an; lx-£1n 2 = 'V; lx-;;ln-2 'n; = lx-sln (x-£, n;) 

(n-2) (x-~, ~) (n-2) ((x, E)-R2) ( 29) 
= Rlx-£1n = Rlx-~ln 

Analogously _aa (111 y (x)-s ln-2) is computed. Therefore, by (26). n; 
we have for I s I = R 

a ( 1 bn-2(y (x)) ) 
an; 1 x-£ 1n-2 - 1 y (x)-~ 1n 2 

(n-2) [ 2 (y (x), ~)-R2 J _ 1 x 12-R2 2 = Rlx-~ln (x, s)-R- b2(y(x)) - Rlx-~ln (n- ). 

Thus, if u(x) E C2(1 x I~ R), for any point x, I x I< R, we 
have the equality 

u(x)=) PR(x,£)u(S)dS6-) GR(a·,s)du(S)d£, (30) 
l;i=R lsi<R 

where 

(31) 

and 

(32} 

Exactly in the same manner the representation (30) is established 
in the two-dimensional case, n = 2. The function PR (x, s) has the 
form (31) and 

- 1 I X II~- I :~2 X I 
GR(x, s) -z;tln R I x-£1 . (32'} 

The function PR(x, s) defined for I s I = R, I X I ~ R, by formu
la (31) is called the Poisson kernel for the first boundary-value problem 
(the Dirichlet problem) for the Laplace operator in the ball {I x I < 
<R}. 

The function Gn(x, s) defined for I s I ~ R' I X I ~ R' by formula 
(32) when n > 2 or by (32') when n = 2 is known as Green's function 
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of the fi.rst boundary-value problem (the Dirichlet problem) for the 
Laplace operator in the ball {I xI< R}. 

Lemma 5. The function GR(x, 6) defined in the region { x =I= 6, 
x =I= 6R 2/I 6 12 } of the space R 2n by formula (32) when n > 2 or by 
(32') when n = 2 is continuous there and has the following properties: 

(a) GR(x, 6) == 0 for I x I = R, 
(b) GR(x, 6) = GR (6, x), 
(c) GR(x, 6) is a harmonic function of x and of 6, 
(d) for lx I~ R, I 6 I~ R 0 ~ GR(x, 6) ~ 1/(crn I x-6 ln-2) for 

1 2R 
n > 2 and 0 ~ GR(x, 6) ~-2--nln lx-~l for n = 2. 

Proof. Property (a) of the function GR(x, 6) follows at once from 
{32) (or from (32') if n = 2). 

For any points x and 6 the identity I R26 - x I 6 12 I 2 I x I 2 = 
= I R 2x - 6 I x 12 12 I 6 12 holds, whence it readily follows that the 
condition 6 = xR 2/I x 12 is equivalent to the condition x = 6R2/I612 ; 

therefore if the point (x, 6) (in R 2n) belongs to the domain of defini
tion of the function GR (x, 6), then so does the point (6, x). Further-

more, the same identity implies the identity I x 1 I R2x~l x 12_ ~I 
= I~ II R2~~ ~ l2 -x I 1 hence also the identity GR(x, 6) = GR(6, x). 

This proves Property (b). 
It follows from (32) (from (32') if n = 2) that the function GR(x, 6) 

is a harmonic function of S· Since the function GR(x, 6) is symmetric 
'(Property (b)), it is also a harmonic function of x. This proves Proper
ty (c). 

The right-hand inequality in Property (d) for n > 2 follows from 
{32). To prove this for n = 2, note that for I x I ~ R, I 6 I ~ R 
I x I I 6 - R 2xl I x 12 I = I 6 I x I - R 2xl I x II ~ I 6 II x I + R2 -< 

. 2R 2 -< 2R2 • Therefore for I x I ~ R, I 6 I ~ R 0 < In I x I I ~ _ R2xfl x 121 1 

and hence 

We shall now establish the left-hand inequalities in (d). 
First take x = 0. By virtue of Property (b), GR(O, 6) = GR(6, 0), 

therefore GR (0, 6) = :n (I~ ~n-2- R!-2) ~ 0 if n > 2 and GR(O, 6) = 

= 2~ln 1~ 1 ~0ifn=2. 
Now take any point x0 , 0 < I x0 I< R, and the ball {I 6- x0 I< 

< e} of radius e, 0 < e < R- I x0 1, lying in the ball {I 6 I< R}. 
According to Properties (a) and (b), GR (x0 , 6) = 0 when I 6 I = R. 
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With a sufficiently small 8, we have on the sphere {I s - x0 I = 8} 

<Yn jxOR2jj xO j2-£jn 2 

~ crin ( en~2 - (R -I ~o l)n 2) > 0 if n > 2 
and 

G ( o t)=_!_l _!..+_1 l jxOII£-R2xOjjxOI21 
R X ' 'o 23t n e 2n .n R 

~ 2~ {ln++ln(R-jx0 1))>0 if n=2. 

Therefore, by the maximum principle, the function G8 (x0 , £)harmon
ic in £ is positive in {I£ I< R}"'-{1 £- x0 I~ 8}. From this 
inequality the left-hand inequality in (d) follows, since 8 > 0 is 
arbitrarily small. I 

The integral representation (30) has been obtained under the 
assumption that u (x) E C2 (I x 1 ~ R). Lemma 5 enables us to 
obtain the same representation with conditions of u relaxed. 

Lemma 6. Let the function u(x) E C(l X I~ R) n C2 (1 X I< R), 
and let the function ~u(x) be bounded in the ball {I x I < R }. Then 
representation (30) holds for any point x, I x I < R. 

Proof. Let x0 be any point of the ball {I xI< R} and p0 , p be 
numbers such that I x0 I< p0 ~ p < R. Since u(x) E C2(1 x I~ p), 
in view of (30) for all x, 1 x 1 < p, and, in particular, for x = x0 , 

we have 

u(x0 ) = ) p p(x0 ' s) u(£) dS 6- ) Gp(x0 ' £) ~u(£) d£. (33) 
161=P lsi<P 

In (33), in the integral over the sphere { 1 £ 1 = p} we change the 

variables by putting £ = ~ p: 

f Pp(x0 , £) u(£) dS6 = ( ~ r-i ) Pp( x0 , jf) u ( ji) dSw 
JsJ=p 11JJ=R 

Since the function (p/R)n-lpP (x0 , YJp/R) u (YJp/R) is continuous in 
the variables YJ1, ••• , 'Yln• p on the set {I 11 I = R, Po~ p ~ R} 
and (p/R)n-1 Pp(x0 , YJp/R) u(YJpiR)-+ PR (x0 , YJ) u (11) as p-+ R, 
we obtain 

lim i Pp(x0 , £) u(£) dSt = r PR(x0 , £) u(£) dSt. (34) 
p-+R J J 

Jsi=P lsi=R 

Next consider the second term on the right-hand side of (33). Let 
Gp(x0 , £) denote the function equal to Gp(x0 , £) for I £ I < p and 
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to zero for I ~ I> p. Then 

\ Gp (x0 , ~)Au (s) ds= j Gp (x0 , ~)Au(~) d£. 
l~i<P 16/<R 

Clearly, Gp(x0 , £)-+ Gn(x0 , £) asp-+ R for all s =I= x0 , I £ I< R. 
Further, by Property (d) of Lemma 5, the function Gp(x0 , £) Au(£) 
has a majorant independent of p and integrable in the ball {I £ I < 
<R}: 

and 

1 &p(x0 , £)Au(£) 1-< ~ In I)~~ I if n = 2, 

where M = sup I Au (x) 1. Therefore, according to the Lebesgue 
lxi~R 

theorem, 

lim j Gp(x0 , £) Au(~) ds = j GR(x0 , £) Au (s) ds. (35) 
p-+R I~ i<P lsi<R 

Letting p -+ R in (33) and noting (34) and (35), we obtain the 
representation (30) for any point of the ball {I x I < R}. 

It follows from Lemma 6 that the classical solution (if it exists) of 
the Dirichlet problem 

Au=f, !xl<R, 
(36) 

u lux J=R} = <p, 

where the function <p is continuous on the sphere {I x I = R} and the 
function f is bounded and continuous in the ball {I x I < R }, can be 
expessed in the form 

u(x) = J Pn(x, s) <p (s) dS~- J Gn(x, s) /(s) ds. 
ls/=R lsi<R 

(37) 

Note that these conditions (as illustrated by the above example) do 
not guarantee the existence of a classical solution. 

According to Theorem 10, in order that a classical solution of the 
problem (36) may exist it is enough to require that f(x) E C1( I x I ~ 
~ R). Thus Theorem 10 in conjunction with Lemma 6 yields the 
following result. 

Theorem 12. If f(x) E C1(1 x I ~ R) and £P(X) E C(l x I = R) 
then a classical solution of the Dirichlet problem (36) exists and can be 
represented in the form (37). 

Remark. Let Q be a simply connected region in the (x1 , x2)-plane, 
and let z' = F (z), z = x1 + ix2 , z' = x; + ix; be a function analytic 
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in Q and continuously differentiable (with respect to x1 , x2) in Q that 
performs a one-to-one mapping of Q onto the disc {I z' I < R} of 
radius R(R = I F(z) lzeaQ)· 

By u (z) = u(x1, x2) we denote a classical solution of the Dirichlet 
problem 

!1u = 0, z E Q, 
(38) 

u lzeaQ = q>(z), 
where q> (z) E C(8Q), and by u' (z') = u'(x~, x;) a classical solution 
of the Dirichlet problem 

!1u' = 0, I z' I < R, 

u' l<iz'i=Rl = 1jJ (z'), 

where 1jl(z') = q>(F _1 (z')) (F _1(F(z)) = z, z E Q). 
By Theorem 12 

, ( ') 1 r R2 -I z' 12 'I' ('1"') I d'r' I 
u z = 2nR J I z' -~' 12 'Y "' "' • 

li.'I=R 

From the uniqueness theorem regarding the classical solution of 
the Dirichlet problem (Theorem 9) and Corollary to Theorem 6 it fol
lows that u(z) = u(F _1(z')) = u'(z'). Hence the solution of the 
problem (38) has the form 

1 r R2-IF(z)l2 , I 
u(z) = 2nR J 1 F(z)- F(~) 12 I F (\;)I rp(\;) I d\; 

aQ 
= _1 r IF(~) 12 -I F(z) 12 I r;~g I q>(\;) I d\; I· 

2n J JF(1;;)-F(z)j2 
aQ 

4. Harmonic Functions in Unbounded Regions. Let Q be an un
bounded region of the space Rn, and let its complement Rn "-.,Q contain 
at least one interior point; we take this point as the origin. 

Consider a one-to-one mapping 

x' = I ; 12 (39) 

of the region Rn "--., {0} onto itself. This mapping is known as the 
inversion mapping (with respect to the sphere {I x 1 = 1 }); we have 
already used this in the preceding subsection. Under the mapping 
(39) the sphere {I x I = 1} is transformed into itself, the region 
{0 < I x I < 1} into the region {I x I > 1} and vice-versa. It is 
clear that the inverse of mapping (39) has the form 

lx' 
x=l?l2' 

that is, is also an inversion mapping. 
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As a result of the inversion mapping, the rigion Q is transformed 
into a bounded region Q'. Note that the origin becomes a boundary 
point of Q'. When. the boundary aQ is unbounded, the origin is a bound
ary point of the set Q' also. If, however, aQ is bounded, that is, if 
Q is exterior to some bounded set, then the origin is an isolated 
boundary point of Q', and therefore is an interior point of the set Q'. 

Let a function u (x) be defined in the region Q. The function 
u'(x') defined in Q' by the relation 

'( ') 1 { x' ) 
u X = I x' ln-2 U I x' 12 (40) 

is known as the Kelvin transform of the function u. 
It follows from (39) and (40) that 

u(x) =I x ~n-2 u'C ; 12 ), (41} 

that is, the transformation inverse to (40) is also a Kelvin transfor
mation. 

Lemma 7. If a function u(x) is harmonic in the region Q, then the 
function u' (x') is harmonic in the region Q'. 

Proof. Let Q; be any strictly interior subregion of Q', and let Q1 

be its original under the inversion mapping. Then Q1 is a strictly 
interior bounded subregion of Q. Since the function u is harmonic in 
Q1 and belongs to C2(Q1), by formula (9) for all x E Q1 

u(x)=) [ 1 x~~~in-2+v(6) a:~ Cx-~ln 2)]ds,, 
BQ, 

where 1.1. (6) = ( ~) . auiJ(~) I , v (6) = - ( u W t are con tin-
n- Un n BQ1 n- Un BQ1 

uous functions on aQ1 (to be definite, we are ta ing the case 
n > 2; when n = 2, arguments are exactly the same). Therefore, 
by (40), 

u'(x') = ~ [ fl;~) n 2 

BQ, I x' ln-21 jX'"j2 -~I 

+v(6) 0~.( 
1 

;, 
1
n_ 2)JdS, 

~ 1 :c' jn-2 j"X'j2 _ ~ 
(42} 

for all x' E Q;. 
From Property (c) in Lemma 5 of the preceding subsection it 

I x' ~2-n follows that the function I x' 1z-n j"'?l2- 6 , and hence the func-

tion a:~ {I x' 1z-n j1 ;' 12 - 6~ 2 -n) are harmonic functions of x' for 
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I:: 12 + £. Thus the integrand function in ( 42) and any of its 

derivatives with respect to x' are jointly continuous in £, x' and 
are harmonic functions of x' for 6 E oQ1 and x' E Q' (the condition 

1 ;; 12 ~oQ1 is equivalent to the condition x' ~aQ;). 
Consequently, for any point x1 E Q; the identity (42) can be differ

entiated under the integral sign with respect to x' any number of 
times, and, moreover, L1u' = 0. Since Q; is arbitrary, the conclusion 
of lemma follows. 

Thus, by means of Lemma 7, the investigation of harmonic func
tions in an unbounded region whose complement contains interior 
points is reduced to that of harmonic functions in a bounded region. 

Let the complement Rn ~Q of the region Q in Rn be bounded. 
A harmonic function u(x) defined in Q is called regular at infinity if 
u(x) = o (1) when n > 2 or u(x) = o (In I x I) when n = 2 as 
I X 1-+ 00. 

Suppose that the complement of Q contains interior points (this 
includes, as above, the origin). As a result of inversion mapping (39) 
the region Q is transformed into a bounded region Q' having an iso
lated boundary point, the origin. If the harmonic function defined in 
Q is regular at infinity, then, by (40), the Kelvin transform u'(x') of 
this function is, as x' -+ 0, o (I x' 12 -n) if n > 2 and o (In I x' I) if 
n = 2, that is, as x'-+ 0, u'(x') = o (U(x')), where U is the funda
mental solution of the Laplace equation. Then, according to the 
theorem on removal of singularity, lim u'(x') = A exists and the 

x',.....Q 

function u'(x') redefined at the origin by A (the same notation 
u'(x') is used) is harmonic in the region Q~ = Q' U {0}. 

Thus we have obtained the following result. 
Lemma 8. Let the function u(x) be harmonic in an unbounded region 

Q whose complement is bounded and contains interior points, and let 
this function be regular at infinity. Then its Kelvin transform is har
monic in Q~. 

According to Theorem 5, the function u' (x') is analytic in x' in 
Q' U {0}. Therefore, in particular, there is a number R 0 such that 
the function u'(x') has a Taylor series expansion 

u' (x') = ~ Aa.x'a. 
a 

in the ball {I x' I< R 0 } that converges (together with all the deriv

atives) absolutely (and uniformly); here Aa. = :I Da.u' (0), A 0 =A~ 
But then, in view of (39) and (41), for all x, I x I> 1/R0 , 

xa. 
u(x)-"" A - L..J a. I x J21ttl+n-2 1 

a 

(43} 
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where the series on the right-hand side of this equality converges for 
I x I > 1/R0 absolutely and uniformly together with all its deriva
tives. 

Let T(x) denote the function u(x) - 1 ~~-2 , that is, for I xI> 
xrx. > 1/R0 T(x) = ~ Aa. 2 /rx.l+n- 2 • Since for any ex= (ex1, ••• , exn) 

/c.t/>1 I X I 
Dau = Drx. I x 1~-2 + DaT (x) and since I DaTI< I x ln~Jaj-!, where Ca. 

is a positive constant, it follows that 

(44) 

In particular, 

I A0 I const 
U (x) -I x ln-2 -<:I x ln-1 ' 

In _A0 (2-n)x,/const 
v U I X In ~ I X In . 

(45) 

The assertions established just now regarding the behaviour for 
large I x I of the function u(x) harmonic in Q and regular at infinity 
in the case when the complement of Q is bounded and contains in
terior points remain always valid if the complement of Q is bounded 
(in particular, Q may coincide with the whole Rn)· Indeed, since we 
are interested in the values of the function u(x) for sufficiently large 
I x I only, it may be assumed to be defined only on Q1 = {I x I> 
> R 1 }, which is a subregion of Q for sufficiently large R 1• And Q1 is 
the complement of the set {I x I ~ R 1 } for which the origin is an 
interior point. · 

Thus we have proved the following result. 
Theorem 13. Let the complement of a region Q be bounded. Then for 

any function u(x) harmonic in Q and regular at infinity there is a con
stant R > 0 such that for all x, I x I > R, the function u(x) has a series 
expansion (43) which converges absolutely and uniformly together with 
all its derivatives, and the inequalities (44) hold. 

From Theorem 13 it follows, in particular, that if the function 
u (x) is harmonic in an n-dimensional, n > 2, region Q, which is 
exterior of a bounded set, and decreases at infinity, then it decreases 
not slower than the fundamental solution of the Laplace equation, 
and, moreover, the limit of u (x) I x ln-2 exists as I x I-+ oo. When 
n = 2, the function u (x) harmonic in Q which grows slower than the 
fundamental solution is, in fact, bounded, and its limit exists as 
I X I-+ oo. 

Remark. u;the complement of Q is unbounded, then for a function 
u(x) which is harmonic in Q and satisfies the condition 

u(x) = o (1) as I x I-+ oo, x E Q, for n > 2 
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or 
u (x) = o (In I x I) as I x 1-+ oo, :t E Q, for n = 2, 

the conclusions of Theorem 13 are, generally speaking, not true. For 
instance, when n = 2, the function arg (x1 + ix2) is harmonic and 
bounded in R 2 ""- {x2 = 0, x1 > 0} but does not have a limit as 
I X 1-+ 00. 

Suppose that a function u (x) is harmonic throughout the space Rn. 
We shall say that u(x) is semibounded if it is bounded above or be
low, that is, if for all x E Rn the inequality u(x) > M or u(x) ~ M 
holds, respectively, with some constant M. 

Theorem 14. A semibounded function which is harmonic in Rn is 
constant. 

Proof. Since for a function u(x) bounded above the function 
-u(x) is bounded below, it suffices to establish the theorem for the 
case u(x) > M in Rn. In this case the harmonic function v(x) = 

= u(x)- M > 0 in Rn. The theorem will be proved if we show that 
v(x) = const. 

Take an arbitrary point x0 E Rn and the ball {I x I < R} of radius 
R > I x0 I· The Dirichlet problem for the Laplace equation in the 
ball {I x I < R} with boundary function v 111 x I=R} has a unique 
classical solution, so for all x, I x I < R, 

v(x) = J Pn(x, ~) v(~) dS~, 
l~l=R 

where- Pn(x, ~) is the Poisson kernel of the Dirichlet problem for the 
Laplace equation in the ball {I x I < R} (formula (31)). In particu
lar, for x = x0 we have 

v(x0)= J Pn(x0,~)v(~)dS~=R2 ;n1;012 J Jx~~~lndS~. 
l~i=R i!ii=R 

Since for I ~ I = R 

R - I X 0 I ~ I X 0 - 6 I ~ R + I X 0 I, 
we have (note that the function v (6) > 0) 

1 f (R2-j xo 12) Rn-2 
GnRn 1 J v(~) dS ~ • (R +I xo lln <;;. v(xO) 

lsi=R 

or, in view of the first mean value theorem, 

Rn-2 (R2 -I xo j2) Rn-2 (R2-I xo j2) 
(R+I xo i)n v(O)<;;.v(xO)<;;_ (R-1 xo I" v (0). 

17-0594 
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Letting R--+ oo in this inequality, we find that v(x0) = v(O). 
Consequently, since the point x0 is arbitrary, v(x) = const. I 

Corollary. If the function u(x) harmonic in Rn satigfies the inequal
ity I u(x) I ~ C(1 + I x l)k, where C is a constant and k a non
negative integer, for all x ERn, then u(x) is a polynomial of degree not 
exceeding k. 

Proof. When k = 0, this result is contained in Theorem 14. As
sume that k > 0, and take an arbitrary number R > 1. By Lemma 3. 
Subsec. 2, for any ex = (ex1, ••• , exn), I ex I = k 

max I Dau / <. kk ( ~ ) k max I u(x) I 
~ER ~EU 

<. C0( ~ r (1 + 2R)Il <. C0( ~ r (3Rt= C (3kn)". 

From this inequality it follows that for any ex, I ex I = k, the func
tion Da.u harmonic in Rn is bounded in Rn. According to Theorem 14, 
the functions Dau, I ex I = k, are constant in Rn. Consequently, 
u(x) is a polynomial of degree not exceeding k. I 

We have established above some properties of harmonic functione 
in unbounded regions. It was shown, in particular, that the Kelvin 
transformation reduces the investigation of a harmonic function in 
an unbounded region (whose complement contains interior points) 
to that of a harmonic function in a bounded region. 

Let us now examine boundary-value problems for the Laplace 
equation in unbounded regions. First of all note that for an unbounded 
region the usual conditions on the solution (imposed in the case of 
a bounded region) are not enough to guarantee its uniqueness. 
For instance, all the functions c In r, c(r1t - r-k) cos ke, c(r1t -
-r-") sin ke, k = 1, 2, ... , where c is any constant, x1 = r cos e, 
x2 = r sine, are harmonic in the region {r > 1} c R 2 , continuous 
in its closure and vanish on the boundary {r = 1 }. Therefore in 
defining a solution some additional condition characterizing its 
behaviour at infinity should naturally be imposed. 

N 
Let the region Q = Rn ""'- U Q,. where Q1, i = 1, ... , N, are 

i=i 
bounded regions with disjoint boundaries. 

A function u(x) E C2(Q) is called the (classical) solution tJf the 
Dirichlet problem for the Laplace equation in Q: 

~u=O, x E Q, 

uloQ= <p 
(46) 

if it is harmonic in Q, continuous in Q, satisfies the boundary condi
tion in (46) and is reglilar at infinity. 
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A function u (x) E C2 (Q) is called the (classical) solution of the 
third boundary-value problem for the Laplace equation in Q: 

~u = 0, x E Q, 

( :~ +a (x) u) laQ = cp (47) 

tf it is harmonic in Q, continuously differentiable in Q, satisfies the 
boundary condition in (47) and is regular at infinity. 

If a = 0, the third boundary-value problem is designated the 
second boundary-value problem or the Neumann problem. 

Let Q' denote a bounded region which is the image of the region Q 
under the inversion mapping (the origin is an interior point of the 
complement of Q). 

Assume that u(x) is a solution of the problem (46). It follows 
from Lemma 8 that the function u'(x'), the Kelvin transform of 
u (x) (redefined with respect to continuity at the origin), is harmonic 
in Q~ = Q' U {0}. Furthermore, it is clear that u' (x') E C (Q~) and 

u'(x') I x'EliQ~ = cp'(x'), where cp'(x') = 1 / 1n_2 cp ( 1 ;,'12 ) • This 
means that u'(x') is a classical solution of the Dirichlet problem 
for the Laplace equation in the (bounded) region Q~ with boundary 
function cp' (x'). 

Conversely, if u' (x') is a classical solution of the Dirichlet problem 
for the Laplace equation in Q~ with boundary function cp'(x'), then 
the function u(x), its Kelvin transform, is harmonic in Q, continu-
ous in Q, satisfies the boundary condition u lvo = cp and is clearly 
regular at infinity, that is, u(x) is a classical solution of the prob
lem (46). 

Therefore the existence and uniqueness theorems rega:rding classi
cal solution of the Dirichlet problem in a bounded region (Theo
rems 9 and 10) imply the following result. 

Theorem 15. There exists a unique classical solution of the Dirichlet 
problem (46) with any continuous boundary function cp. 

The Kelvin transformation similarly reduces the investigation of 
the third boundary-value problem in an unbounded region Q to that 
in a bounded region Q~. We confine to the proof of the uniqueness 
theorem. 

Theorem 16. The third boundary-value problem, with a(x) ~ 0, 
a (x) ¢ 0, for the Laplace equation in Q cannot have more than one 
solution. 

The second boundary-value problem for the Laplace equation in Q 
cannot have more than one solution when n > 2, while in the case n = 2 
the solution (if it exists) is determined up to a constant term. 

Proof. Suppose that the third (second) boundary-value problem has 
two solutions u1(x) and u 2(x). Then the function u(x) = u 1(x) -

17* 
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-u2 (x) is harmonic in Q, continuously differentiable in Q, satisfies the 

boundary condition ( :~ +au) laQ = 0 and is regular at infinity. 

We take a number R > 0 so large that the region { 1 x 1 > R} is 
contained in Q' and in the region QR = Q n {I X I < R} apply 
Green's formula 

0 = f ul1u dx = - .\ I Vu 12 dx + ) !: u dS 
QR QR oQ 

+ ) !~ u dS = -- f I vu 12 dx- .\ au2 dS + ) !~ u dS. 
ixl=R Q R oQ ixi=R 

This yields the identity 

) I Vu 12 dx + J au2ds = ) !~ u dS. ( 48) 
QR CJQ Jxi=R 

By Theorem 13, u l!ixi=R} = 0 {R 1_2 ) and ~u I =0 {R!-1 ) 
n un {lxJ=R} 

when n > 2 and ~u I = 0 { R\ ) when n = 2. Therefore 
un {JxJ=R} 

.\ :: u dS = 0 ( R!-2 ) if n > 2 
lxi=R 

and 

\ !.:!:. u dS = 0 ( _!_) if n = 2. 
·' on R 

lxl=R 

Passing to the limit in (48) as R-+ co, we obtain 

~ I Vu 12 dx + J cru2 dS = 0 
Q oQ 

Since a > 0, this identity is equivalent to two identities 

J 1 Vu 12 dx = 0 and f cru2 dS = 0. (49) 
Q oQ 

The first identity in (49) implies that u = c0 = const in Q. If 
n > 2, we find, noting the regularity of u (x) at infinity, c0 = 0, 
that is, u1 = u 2 in Q. 

If n = 2 and cr(x) > 0, a(x) =f= 0 (the third boundary-value prob
lem), then the relation c0 = 0 is a consequence of the second identi
ty in (49). 

If, however, n = 2 and cr(x) == 0 (the second boundary-value prob
lem), then the function u(x) = c0 , with an arbitrary constant c0 , 

is harmonic and regular in Q and satisfies the homogeneous boundary 

condition ~u l = 0. I 
un oQ 
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PROBLEMS ON CHAPTER IV 

1. Show that a function u(x) belonging to L 2 , loc(Q) and satisfying the 

identity ) u dV dx = (\ for all v E C00 (Q) is harmonic in Q. 

Q 
2. Complete the set of fnnctions belonging to L 2 (Q) and harmonic in Q in 

the norm of L 2 (Q). 

3. Suppose that the function u E Hloe(Q) n C (Q) and iJQ E C2 • Prove that 
I , 

u E H :l)(Q) provided du E L 2 (Q). 
Note that the result of Problem 3 implies that the classical solution of the 

Dirichlet problem for Poisson's equation du = /, u laQ = 0 with right-hand 
side f belonging to L 2 (Q) is a generalized solution and even a solution ahnost 
everywhere. Accordingly, the classical eigenfunctions of the first boundary"value 
problem for tho Laplace operator are generalized eigenfunctions. 

4. Let iJQ E C2• On the set of all functions u(x) E C2(Q) n C (Q) such that 
,iu(x) E L2(Q), we define a scalar product S ,iu · ,i~ dx. Complete this set in the 

Q I 
norm generated by this scalar product. 

5. Suppose that the boundary iJQ of a region Q belongs to Ck. Establish 
the following results. 

(a) In the Hilbert space H~ (Q) the following scalar products equivalent to 

the usual scalar product may be defined: 

and 
00 

(f, gr k = ~ fsg siAal"-, 
H:z,(Q) s=t 

for even k, 

where /8 = (f, u 8)L.(Q)• while Us and A8 are sth eigenfunction and the correspond
ing eigenvalue of the Dirichlet problem for the Laplace operator in Q. 

(b) In the Hilbert space H§ (Q) one may introduce the following scalar 

products equivalent to the usual scalar product: 

for even k, ' { (dk/2/, ,ik/2g)L.(Q)+(f, g)L.(Q) 
(/,g) k = 

H Ar(Q) (,i<k-t)/2/ ,i(k-t)/2g) +<! g) for odd k, 
,;v ' H•(Q) ' L 2(Q) 

and 
00 

(f, g)" k = 2} Isis (I As I"+ 1), 
H .J/1-(Q) s=1 

where /8 = (/, us)L,(Q)• while us and As are sth eigenfunction and the correspond
ing eigenvalue of the Neumann problem for the Laplace operator in Q. 

6. Suppose that a function u(x) E C(Q'>, and for any point x E Q there is a 
number r=r(x)>O such that the ball S,(x)={l~-x/<r}c:Q and u(x)= 

= C1n:n-l ) u (~) dS~. Show that u(x) is harmonic in Q. 
ilS,(x) 
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7. Suppose that the function u(x) E C1(Q) and J :~ dS =0 for any sphere 
s 

S lying in Q. Show that u(x) is harmonic in Q. 
8. Show that the first eigenvalue of the first boundary-value problem for 

the Laplace operator in the region Q, iJQ E C2, is nondegenerate and the corre
sponding eigenfunction does not vanish in Q. 

9. Show that a function u(x) E C2(Q) and satisfying in Q the Helmholtz 
equation ~u + A.u = 0, where A. is a constant, is analytic in Q. 

Note that the result of Problem 9 implies that eigenfunctions of any 
boundary-value problem for the Laplace operator in 0 are analytic in Q. 

10. Let A.k(Q1) and A.k(Q2) be kth eigenvalues of the first boundary-value 
problem for the Laplace operator in regions Q1 and Q2, Q1 (f; Q2 • Prove that 
A.k (Ql) < A.k (Q2) for all k = 1, 2, .... 

11. Let L2( iJQ) ( iJQ is the boundary of an n-dimensional region Q) be the 
subspace of the space L 2(iJQ) that contains all the functions orthogonal (in 
L2 (iJQ) with a scalar product) to constant functions. For any function 'ljl(x) E 
E L2(iJQ) there exists a unique generalized solution u(x) of the Neumann prob
lem for the Laplace equation in Q with boundary function 'ljJ whoso trace on 
oQ ui6Q = cp E L2(iJQ). Thus an operator A is defined on L 2(oQ) that asso

ciates with every function 'ljJ E L2 (iJQ) a function cp E L2(iJQ): A'ljl = cp. 
Establish the following results. 
(a) The eigenvalues A.k, k = 1, 2, ... , of the operator A are positive; 

the eigenfunctions ek, Aek = A.kek, k = 1, 2, ... , constitute an ortlionormal 
basis for L2( iJQ). 

(b) There exists a generalized solution uk(x) of the Dirichlet problem for 
the Laplace equation in Q with boundary function y;;-ek, k = 1, 2, .... 
The system uk (x), k= 1, 2, ... , constitutes an orthonormal basis for the 

space with scalar product .\ Vu v; dx which consists of all the harmonic 

Q 
functions in Q belonging to H1(Q) whose trace on iJQ lies in L 2(iJQ). 

00 

(c) For any function 'ljJ E L2(8Q) the series ~ 'ljlk lft.k uk(x), where'ljlk = 
k=i 

= ('ljl, ek) L,(BQ)• converges in H1 (Q) and represents a generalized solution 
of the Neumann problem for the Laplace equation in Q with the boundary 
function 'ljl. 

(d) Let cp E L2 (iJQ). In order that there may exist a generalized solution 
u (x) of the Dirichlet problem for the Laplace equation in Q with boundary 

00 

function cp it is necessary and sufficient that the series ~ 
k=i 

I CJlk 12 , where 
A.k 

'Pk = (q>, e11 )L,(BQ)• converge. Moreover, u(x) =I a~ I ) cp dS + ~ cpkuk (x). 
{)Q h=i 

(e) Find the eigenvalues and eigenfunctions of the operator A when the 
region Q is the disc { 1 x 1 < 1} (a two-dimensional case), and show that the 
condition of part (d) in this case coincides with the condition in Theorem 13, 
Sec, 1.8. 

12. In order that the function f(cp) defined on the boundary {r = 1} of 
the unit disc {r < 1} in the plane xi = r cos !p, x2 = r sin cp and belonging 
to L2(0, 2:rt) may be the boundary va ue of some function in HI (r < 1) it is 
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2n 2n 

necessary and sufficient that the integral J ~! J (! (q:> + t) - f (q:>))2 dq:> 

0 0 
converge. 

A function u(x) E C' (Q) n C1(Q) satisfying the equation 

~2u = f, x E Q, (1) 
and the boundary conditions 

(2) 

is called the classical solution of the Dirichlet problem for the equation ~2u = f 
in Q. A function u (x) E C' (Q) n C2 (Q) satisfying Eq. (1) and the boundary 
conditions 

u laQ = 0, ~u l0q = 0 (3) 

is known as the classical solution of the Riquet problem for the equation ~2u = 
= f in Q. 

Let the function f E £ 2 (Q). A function u belonging to H2 (Q) and satisfying 
the integral identity 

J !l.u!l.v dx= J tv ax (4) 
Q Q 

for all v E H2(Q) is called the generalized solution of the Dirichlet problem (1), 
(2). A function u belonging to H~(Q) and satisfying the integral identity (4) 

for all v E H~(Q) is designated as the generalized solution of the Riquet prob
lem (1), (3). 

13. Let aQ E C2• Prove the following results. 
(a) The classical solutions u(x) of the problems (1), (2) and (1), (3) belong 

ing to C4(Q) are generalized solutions of these problems. 
(b) The generalized solutions of the problems (1), (2) and (1), (3) exist 

for all f E L 2(Q) and are unique. 
Let Q be a ball of radius R: Q = { I X I < R }. By sl denote the hemisphere 

(I X I= R}n {zl > 0} and by s2 the hemisphere {I X I= R} n {xl::;;;;; 0}. 
A function u(x) belonging to C2(Q) n C1 (Q U S1) n C(Q) and satisfying 
Poisson's equation 

!l.u = f, 
and the boundary condition 

au j - =0, an St 

X E Q, 

is termed the classical solution of the problem (5), (6). 

(5) 

(6) 

By lP(Q) denote the subspace of the space H1(Q) which contains all the 
functions u E H1(Q) whose trace on S 2 is zero. Let f E L2(Q). By a generalized 
solution of the problem (5), (6) is meant the function u E fil(Q) which satisfies 
the integral identity 

~ VuVvdx=- J fvdx 

for all v E Hl(Q). 
Q Q 
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14. Prove that for any function f E L 2(Q) the generalized solution of the 
problem (5), (6) exists and is unique. 

Let Q be a bounded two-dimensional region with boundary 8Q E C3 , and 
let l(x) be a twice continuously differentiable vector defined on 8Q, I l(x) I = 1. 

that makes an angle a:(x), 1 a:(x) 1 < ~ , with the (outward) normal vector 

to aQ (a (x) = (n-:l)). A function u(x) belonging to C1 (Q) n C2(Q) and satis
fying the equation 

!J.u- u = f, 
asJ well as the boundary condition 

au I -0 
al aQ-

X E Q, (7) 

(8) 

is called the classical solution of the directional derivative problem (7), (8). 
Let A (x) be a function belonging to C2(Q) whose value on the boundary 

(•Q is tan a:(x). Let f E L 2(Q). By a generalized solution of the problem (7), (8) 
is meant a function u E Jll(Q) satisfying the integral identity 

j (\lu Vv+u0 liz+) A (ux2vx1 -u,)ix2 ) dx 
Q Q 

for all v E H1(Q). 
15. Prove the following assertions. 
(a) A classical solution of the problem (7), (8) is a generalized solution. 
(b) If a:(x) = const, then for any f E L 2(Q) there exists a unique genera-

lized solution of the problem (7), (8); this solution does not depend on the method 
of extending the function tan a:(x) by A (x) into Q. 
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CHAPTER V 

HYPERBOLIC EQUATIONS 

In this chapter we shall study the Cauchy problem and the mixed 
problems for a hyperbolic equation of the form 

Utt - div (k (x)Vu (x, t)) + a (x) u (x, t) = I (x, t). 

Here (x, t) = (xtt ... , Xn, t) is a point of the (n +i)-dimensional 

space Rn+t• x ERn, t E Rtt Vv (x, t) = ( :;1 , ••• , ::n } and 

div (w1 (x, t), ... , Wn (x, t)) = iJwa 1 + •.. + 0
0wn ; by fl.v (x, t) we 

xl Xn 
{)2v {)2v 

shall mean div Vv (x, t) = -0 2 + ... + -0 2 • The data of the prob-
xl Xn 

lem will be assumed real-valued functions and we shall examine 
only real-valued solutions of these problems. Therefore Hk, Ck, 
k = 0, 1, ... , will henceforth mean corresponding real spaces. 

§ 1. PROPERTIES OF SOLUTIONS OF WAVE EQUATION. 
THE CAUCHY PROBLEM FOR WAVE EQUATION 

1. Properties of the Solutions of the Wave Equation. Let us exa
mine the simplest hyperbolic equation of the second order, the wave 
equation, 

n 

Ou (x, t) = Utt -fl.u = Uu- .~ Ux1x 1 =I (x, t). (1) 
t=1 

First of all we shall obtain some special solutions of the homogene
ous wave equation (Du = 0) depending only on til x 1. The func
tion v(x, t) = w (tfl x I) which for I x I =F 0 is a solution of the homo
geneous wave equation satisfies the ordinary differential equation 

d2w dw 
{z2 -1) dz2 +(3-n)zdz=O. 
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The general solution of this equation in each of the intervals (-oo, 
-1) (-1, +1), (+1, +oo) is given by the formula 

n-3 

Ct f II z2 -11_2_ dz + c2 , 

where c1 and c2 are arbitrary constants. This, in particular, implies 
that for 0 < I x I<- t (z = til x I< -1) the function v(x, t) 
has the form 

v(x, t)=c1 lnj :+::: j+c2 when n= 1, 

v(x t)-c In lt+Vt2-lxl21 +c 
' - t lxl 2 

when n= 2, 

t 
v(x, t) = c1 TXT+ c2 when n= 3, 

and so on. 
By Kx·, t', to we shall denote the cone {I x - x' I < t' - t, 

t0 < t < t'} of "height" t' - t0 with vertex at the point (x', t'), by 
rx',t',tO its lateral surface {I X- x' I = t'- t, t0 ~ t ~ t'}, 
which is a characteristic (see Sec. 2, Chap. I) for the wave equation, 
by Dx•,t•,t• the base of the cone {I x- x' I< t'- t0 , t = t0 } 

and by Sx', t', to the boundary of the base which is the sphere 
{I x- x' I = t' - t0, t = t0 }. 

Let (x 1 , t1) be a point of Rn+t• K the cone Kx•, t•. 1o, t0 < t1, and 
D = Dx•, t•, t• the base of this cone (see Fig. 2). We shall demon
strate that if the function u(x, t) is sufficiently smooth in K U D, 
then its value at any point (x, t) of the cone K is determined by the 
value of Ou in the cone Kx, 1, t• and those of u and u1 on the base 
of this cone i5 x, t, t•• 

Consider first the case of three space variables, n = 3. It is as
sumed that u(x, t) E C2(K) n C1(K U D) and ou E C(K U D). Let 
(~, 't) be any point of K and 8 any positive number less than 't - t0, 

0 < 8 < 't - t0 • By K 8 denote the region { 8 < I x - ~ I < 't - t, 
t0 < t < 't- 8} lying inK. The boundary of K 8 is divided into three 
parts: re = {I X- s I = 't- t, t0 ~ t ~ 't- 8 }, De = { 8 < 
< I x- ~ I< 't- t0, t = t0}, '\'e = {I x- ~ I = 8, t0 ~ t < 
< ~- 8}. 

t-'1: 
We examine the special solution, depending only on I x-£ 1 , of 

the homogeneous wave equation: 

t-'1: 
v(x-~, t-'t)= lx-sl +1. (2) 
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Since the functions u(x, t) and v(x - £, t - 't) belong to C1(K8), 
3 

V 0 U-U 0 V=- ~ (Ux.V-UVx.)x. + (UtV- UVt)t 
i-=1 ' l l 

in K 8 • 

Integrating this equality over K 1 and taking into account that 
0 v = 0 in K 8 , we obtain, by Ostrogradskii 's formula, 

3 

J v 0 u dx dt= ) [- ~ (ux;v-uvx;) n; + (u,v-uvt) n4 ] dS 
~ ~u~u~ ~1 

=lre+lv8 +lv8 , (3) 

where n = (n1, n2, n8, nil) is a unit vector normal to:-aKe directed 
outwards, and Ir, lv, lv are integrals over fe, De, '\'e· e 8 e 

Fig. 2 

Consider the integral over f 8 • It follows from (2) that vir = 0. 
e 

Furthermore, since _. 
( s-x 1 

'Vv= t-'t') 16-xl3 ' Vt= lx-£1 
and the I r 1 ( Xt-61 x2-£2 Xa-6s 

norma on e n= 'V2 lx-£1 ' lx-sl' lx-£1 

= J2 ( :-;, 1 ). we have 

3 

~ ( ) I _ 1 ( (x-£, x-!;) 1 ) _ 
LJ Vx;ni -vtn!o I'- 'V2 jx-£13 - jx-£1 =0. 
i=1 8 

(4) 

'1) = 
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Consequently, 

3 3 

Ir8 = J [ u ( ~ ~xini- Vtn,) + v { Utn4- ~ Uxini) J dS = 0. (5) 
re i=1 i=1 

Since the normal on De is n= (0, 0, 0, -1), we have by (2) 
and (4) 

I = ~ u(x, tO) dx + r ( 't-tO 1) Ut (x, t;O) dx. 
De lz-61 J lz-61 

s<l x- l<'f-1° e<l x-"<'f-1° 

Since the functions u(x, t 0) and u1(x, t 0) are continuous (u E 
E C1(K UD)), the limit of the integral In exists as e-+ 0 and 

£ 

1. I _ ~ u(x, tO) d 
tm D- I !:1 X 

8 .... 0 e x-., 
Jx-6 <'f-1° 

+ ) ( I :=~I 1) u1 (x, t 0) dx. (6) 
Jx-~)<'f-1° 

On the surface l'e the normal _n = ( j":~~f , 0) = ( 6--;z , 0), 
therefore, taking (4) into account, we J:>ave 

'f-8 'f-8 

Ive=- ) dt ) ;~ vdSx+ ) dt f !: udSx 
t• I x-"=8 t• I x-~ 1=8 

'f-£ 'f-£ 

= - ) ( t 8 't + 1 ) dt f ;: dS x + ) t 82 't dt f u dS x 

t• lx-iJ=e t• Jx-iJ=a 
Since for lx-6J=e, t0 :=;;;t:=;;;-r-e the inequalities I!~ I:=;;;M 

and I u(x, t)- u(6, t) I :=;;;Me, where M is a certain constant 
(M = max I \luI), hold, it follows that 

Jx-H::::'f-t 
f 0!St~'t' 

I ) !: dSxj:=;;;4ne2M 
Jx-6)=£ 

and 

llxJJ=e u(x, t) dSx- ) u(6, t) dSxl 
l:x-;J=e 

:=;;;
1
xJJ=eJu(x, t)-u(6, t)JdSx:=;;;4ne3M. 

Therefore the limit of the integral I y exists as e -+ 0 and 
B 
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1: 

lim/y =4n; I (t-T) u (~, t) dt. 
e-o 8 J t• 

(7) 

Passing to the limit in (3) as e -+ 0 and taking (5), (6), (7) intc> 
account, we find that for any point (~, 't) of K 

1: 

4n) (t-T) u(~, t) dt=- ( 1u;~~o~ dx 
t• lx-!ii<t-1° 

) c:=~, t)ut(x,t«')dx 
lx-Ef<1:-t0 

1: 

+ f dt ) ( I!=~ I + 1) D u(x, t) dx. 
t0 lx-61<1:-t 

Differentiate this identity with respect to 't: 

1: 

) u (~, t) dt = 4n (1:1-to) ) u(x, t0) dS x 

t• I x-1; 1=1:-1° 

whence we have 

u(£, T) = :. { 4n(-r:1"-to) ) u(x, to) dSx) 
I x-; 1==-t-1° 

1: 

+! ) dt j 
t• I x-6 I=T-t 

Since 

T 1:-t• 

0 u(z, t) d 
lz-sl x. 

0 u(z, t) dS 
lz-~1 x:· 

f dt .l o u(z, t) dS - lo d'A I 
lz-sl x- J J 

0 u(z, 1:-A.) dS 
!z-sl x 

t• lx-61=1:-t lx-61=~ 

~ 0 u(z, •-I z-s I) d 
- lz-sl x. 

lx-6 <1:-t0 
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for any point (x, t) of the cone Kx•, t•,t• the following Kirchhoff 
formula holds: 

u(x, t)= :t { 4n(t~to) \ u(~, to)dS;) 
I x-;r=t-t• 

+ 4n (/- t 0 J u1 (~, to) dS~ 
I x-~ l=t-t• 

+_1 l 0 u(!;, t-1 ~-~1 )pd~ - (8) 
4n I~-£ I ., · · , 

lx-' <t-t0 

Since 

1 r t-tO S o o 
4n (t-tO) J u(~, to) dS; = ~ u(x + T} (t- t ), t ) dSTJ• 

I x-~ l=t-1° 111 1=1 

it follows that 

:t ( 4n (t~tO) f u(~, to) dS;) 
lx-ai=t-t• 

= 4~ ) u(x+rt)(t-t0), t0)dSTJ 
I TJ l=!l 

+ t 4nto J (V'u(x + Tl (t- to), to)' rt):ds TJ 
I TJ 1=1 

4n(t~t0)2 lx-~L-t• [u(~, to)+(~-x)·V'u(~, to)]dS~. 

Therefore Kirchhoff's formula can be written in the form 

u(x, t)= 4n(t~t0) 2 J [u(~,t0)+(s-x)·V'u(~,to)]dS, 
lx-;l=f-!0 

+ 4n (/-to) ) Ut(£, to) dS, 
I x-~l=f-!0 

+ _1_ r D u(£, t-1 ~-£I) d~ (9) 
4n J 1~-£1 · 

I x-' l<f-! 0 

Formulas (8) and (9) show that the value of the function u at any 
point (x, t) of K is expressed in terms of values of ou in Kx, t, t• and 
of u and Ut in Dx, t, , •• Note that the value of the function u at 
the point (x, t) E K is determined (when n = 3) by the values of the 
function 0 u not on the whole cone Kx, t, t• but merely on its lat
eral surface r x, t, t• and those of u, u1 and vu not on the whole 
base Dx, t, t• but only on its boundary, the sphere Sx, t, t•· In 
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particular, if at some point (x, t) E K D u =. 0 on r x, t, t' and u = 
= Ut = I vu I = 0 on S,, t, t'• then at this point u(x, t) = 0. 

The above fact at once implies the following theorem, true for 
n = 3, which states that the solution u of Eq. (1) in the cone Kxt, tl, to= 
= K is uniquely determined by the values of u and u1 on the base 
Dxt, 11, to = D of this cone. 

Theorem 1. Suppose that the functions u1(x, t) and u2(x, t) 
belong to C2(K) n C1(K u D), D Ut = D Uz in K and Ut(x, t0) In= 
- ( tO) I aul (x, t0) I - au2 (x, t 0) I Th - 0 K -u2 x, D• at v- at v· en u1 =Uz ln • 

Proof. Indeed. the function u = ul - Uz belongs to C2(K) n 
n C1(K u D), ou = 0 inK and for XED u(x, t0) = Ut(X, t0) = 0. 
From (9) it follows that u(x, t) = 0 inK, that is, u1(x, t) == u 2(x, t) 
in K. I 

For any number of space variables, the corresponding representa
tion and the proof of Theorem 1 can be obtained by the same method. 
If the function u(x, t) E C2(K) n C1(K U D), the function ou 
and all its derivatives with respect to the space variables up to order 

m = max ( [ ; J -1, 0) are continuous in K U D, u (x, t0) E C [ ; ] (D) 

and u1(x, t0) E cm(D), then the value of u(x, t) at any point (x, t) E 
EK is expressed in terms of the function ou (and its derivatives with 
respect to space variables up to order m) in Kx, t, 1o and the 

functions u and u1 (and their derivatives up to order [ ; J and m, 

respectively) in D:x:, 1, 1o. For instance, for n > 3 the representation 
is obtained in exactly the same manner as for the case n = 3; as 

a special solution v(x- £, t - -r), with 1; ~I < - 1, of the homo-
z n-3 

geneous wave equation we have to take the function) ({? - 1)_2_ d~, 
-1 

t-1: 

Z=jx-61" 
Note that in the case of even n, n :>- 2, the value of the function u 

at the point (x, t) is determined by the values of the function D u 
(and its derivatives with respect to space variables) on the whole cone 
K:x:, t, to and those of the functions u and u1 (and their derivatives 
with respect to the space variables) on the whole base Dx, 1, to. In 
the case of odd number of variables n > 3, the value of u at the 
point (x, t) is deftned, as in the case n = 3, by the values of the func
tion ou and its derivatives with respect to the space variables only 
on the lateral surface r x, t, to of the cone and those of u, u1 and 
their derivatives with respect to the space variables only on the 
boundary S,, t, 1o of the base. 
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For two and one space variables the corresponding representations 
together with the proof of Theorem 1 are most easily obtained di
rectly from formula (9) (or (8)). 

Suppose that a function u(x, t), x =(xi, x2), is defined in the 
cone K = Kxt, 1', t•, xi= (x~, x~), and belongs to C2(K) n Ci(K u D), 
D = Dx•, t•, t• and 0 u = Utt- Ux,x,- Ux,x, E C(K U D). The function 
u(x, t) may be regarded as a function of four variables x1 , x2 , x3 , 

t, which is independent of x3 , defined in the four-dimensional cone 
K 1 .~ ~ tt to in which x~ is arbitrary; moreover, u (xi, x2 , t) E x1. x2, xa, , 

E cz (Kxl. xt x!, t1 , t 0 ) n Ci (Kxl. xl, xl. t\ t0 u Dxl. x~. xl. t 1 , to), and Utt
- Ux,x, - Ux,x,- Ux,x, E C ( K l. ... , 1o U D xl. ... , to). For all points 
(x1, x2 , t) belonging to K, by formula (9) we have 

" 
u(x1 , x2 , t) 

= 4n:(t~to)z f [u(~t• ~2• t0 ) 

(Xt- St)2+(x,- s•>'+(x,- 6a)2=(t- 1°)2 

Since 

f g (~h ~2) as, 
(x,- St)2 +(x,- sz)'+(xa- l;a) 2=P2 

=2p f g(~r. ~2)dsrdsz (iO) 
(x,-!;,)'+(x.-s.)'<P' Y P2-(.:z:t-6t)2-(.:z:2-£z)2 ' 

it follows that 
u (£, tO)+(~-x)·V'u (§,tO) d6 v (t-t0)2-l.:z:-£ 12 

where 6 = (~1 , ~ 2), x = (x1 , x2), and the point (x, t) is any point in 
the cone Kx•, t•, to· This formula gives the desired representation of 
the function when n = 2. 
18-0594 
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Note that for any point (x, t) in the cone K 
1 I u (6, t0}+(6-x)·V'u (6, t0 ) d£ 

2n(t-tO) J V(t-to)2-jx-612 
fx-61<1-1° 

a ( 1 I u(6, tO) ds ) 
=at z;t J V (t-t0)2-j x-6 j2 . 

lx-sf<t-t• 

Therefore representation (11) can be written in the form 

u (x t) --~ (-1- I u(6, tO) d£ ) 
' - ot 2n J V(t-t0)2-I x-6 12 

I x-61<1-1° 
+ 1 i Ut (s, t 0} ds 

2n J • V<t-tO)Z-jx-£12 
I x-6 l<t-t 

t-t• 

+-1- r dp r o u <s. t-p) d£. (12) 
2n J J V p2-jx-612 

o lx-~I<P 

Formula (12) is referred to as Poisson's formula. Similarly, for n = 1 
the corresponding representation is easily obtained from formula (11) 
(or (12)). If u(x, t) E C2(K) n C1(K U D), where K = Kx•, t•, to 
(triangle {t- t1 < x- x1 <- t + t1 , t0 < t < t1 }), D = 
= Dxt, tl, to (interval (x1 + t0 - tl, x1 + t1 - t 0)), and Ou = 
= u 11 - Uxx E C(K U D), then the value of the function u at any 
point (x, t) E K is given by the following D'Alembert formula: 

x-1°+ t 
u (x, t) = u(x-t+to, tO)t u(x+t-to, t0) + ~ ) Ut(£, to) d£ 

x-t+t0 

t x+t-1: 

+ ~ J dT: J D u(£, T) d£, (x, t) E Kx•, t•, t•· (13) 
t0 x-t+'T: 

2. The Cauchy Problem for the Wave Equation. For brevity, we 
shall denote the set of points {x ERn, t > t 0 }, {x ERn, t >- t0 }, 

{x ERn, t 0 ~ t ~ t1 }, {x ERn, t = t0 } by {t > t0 }, {t >- t0 }, 

{t0 ~ t ~ t1 }, {t = t0}, respectively, and the spaces Ck({t > t0 }), 

ck ( { t >- t 0 }) by ck (t > t0) and Ch(t >- t 0). 

A function u (x, t) belonging to C2(t > 0) n C1(t >- 0) is called 
the (classical) solution of the Cauchy problem for the wave equation in 
the half-space {t > 0} if for all x ERn, t > 0 it satisfies the equation 

0 u = f, (14) 

and for t = 0 the initial conditions 

u lt=O = cp (x), 

Ut lt=O = 'iJ (x), 

with!functions <p, 'iJ and f given. 

(15) 
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According to Theorem 1 of the preceding subsection, the solution 
u(x, t) of the problem (14), (15) is uniquely determined in any cone 
Kx•, t•, 0 (x1 E Rn, t1 > 0), and hence in the whole half-space 
{t > 0}, by the given functions j, cp and 'ljl. Thus we have the fol
lowing theorem. 

Theorem 2. The Cauchy problem (14), (15) cannot have more than 
one solution. 

We now proceed to discuss the question of existence of a solution 
of the Cauchy problem. 

Assume that the solution u(x, t) of the problem (14), (15) exists. 
The results of the foregoing subsection imply that if f E C (t :?> 0), 
then in the case of three space variables (n = 3) the solution is 
given by Kirchhoff's formula 

a(1 r ) 1 r u(x, t) = at 4nt J cp(£) dSs + 4:rtt J '¢(£) dS; 
lx-~l=t IX-GI=t 

+_1_ I f('f., t-lx-'f.l>dt xER t>O (16) 
4:rt J lx-~1 ':>• 3• , 

lx-61<t 

in the case of two space variables (n = 2) by Poisson's formula 

u (x, t) = ~ ( 21:n ) V t2~;i :~; 12} + 21:n ) y t2~~) ::_; 12 

jx-6l<t lx-61<t 
t 

+ 2~ld-c l' J('§,t-t)d'§, xER2 , t>O, (17) 
J J r:2-lx-'f.l2 
0 IX-i;l<'t 

while in the case of a single space variable (n = 1) by D'Alembert's 
formula 

x+t 

u(x, t) = <p(x+t)t<p (x-t) + ~ ) '¢ (£) d£ 
x-t 

t x+'t 

+ ~ I dr: ) f (£, •) d£, X E Rt. t > 0. (18) 
0 X-'t 

In view of this, the proof of the existence of the solution of the prob
lem (14), (15) reduces to obtaining conditions under which the 
function u (x, t) given by the corresponding representation is a solu
tion of this problem. 

Consider first the case of three space variables (n = 3). The fol
lowing assertion holds. 

If cp E C3(R 3), 'ljJ E C2(R 3) and the junction f and all its derivatives 
with respect to x1 , x2 , x3 up to second order are continuous in {t :;> 0}, 
then the junction u defined by Kirchhoff's formula (16) is a solution of the 

18* 
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problem (14), (15); moreover, for any point (X, T) E {t ::> 0}, 

II u llc<iZ >:::;;;II (jlllc(o >+TIll V'qJIIIC(n > 
X, T, o X, T, o X, T, o 

T2 + T lllJJ I!C(v. l + -2 II I llc(K )" (19) 
X, T,o X, T' 0 

Remark. From formula (19) it follows that if the function f is 
bounded in {0 < t < T}, the function 1jJ is bounded in R 3 , and the 
function qJ is bounded in R 3 together with all its first derivatives, 
then the solution u of the problem (14), (15) is bounded in {0 < t < 
< T} and 

T2 
sup Jul:::;;supJqJJ+TsupiV'qJJ+TsupJ'tjJI+y sup 1/l. 

{O<t<T} R 3 R 3 Ra {O<t<T} 

We shall first examine the function 

ug(x, t, -r) = 4~t J g(£, -r) dS,, x E R3 , t > 0, T > 0, (20) 
I x-:-6 l=t 

where g(x, -r) E C('l' ::> 0). When the function g does not depend on 
the parameter -r, g (x, -r) = g(x), the function ug(x, t, -r) will be 
denoted by Ug(x, t). 

Lemma 1. If the function· g(x, -r) and all its derivatives with respect 
to x1, x 2 , x 3 up to order k, k=O, 1, ... , belong to C(.- ::;?:- 0), then 
the function ug(x, t, -r) and all its derivatives with respect to x 1 , x2 , x 3 , 

t up to order k are continuous on the set {x E R 3 , t ~ 0, T ::;?:- 0}. When 
k ::;?:- 2, the function ug (x, t, -r) for any 't ::> 0 satisfies in {t > 0} the 
equation D Ug = 0 and the conditions Ug lt=O = 0, /).ug lt=O = 0, 
Ugt lt=O = g (x, T). 

Proof. The first assertion of the lemma follows from the identity 

Ug(X, t, -r)= 4~ J g(x+trJ, -r)dS'Il. (21) 
I 'II 1=1 

It also follows from (21) that uglt=O = 0. Since for k ::> 2 

/).ug(X, t, T)= 4~ J ().g(x+trJ, -r:)dS'Il, (22) 
ITJ 1=1 

!lug lt=O =0. 

Differentiation of (21) with respect to t yields 

aug 1 r 
Tt = 4il J g(x + trJ, -r:) dSTJ 

ITJ 1=1 

+ 4~ J (V'g(x+trJ, T), rJ)dSTJ, (23) 
ITJ 1=1 
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whence it follows that 

• aug 1 r 
Ugt lt=O = hm Tt =lin J g (x, -r) dSTJ = g (x, -r). 

t-+O I TJ 1=1 
Since 

4:n ) (Vg(x+trJ,-r),rJ)dSTJ 
11] 1=1 

=-t- r ag (x+tTJ, 't) dS =-1- r 
4:rt J anT] TJ 4:rtt J 

I TJ 1=1 I x-6 l=t 

ag (1;, 't) dS. 
an ~ 

1 I d (E -r)dt= I(x, t, 't) 
4:nt J g -' "' 4:nt ' 

I x-6 1<1 

where I (x, t, -r) = ) dg (£, ,;) d£, (23) may be expressed in the 
I x-£ l<t 

form 

which yields 

()2ug 1 1 aug 1 ai I 
ijt2 = - t2 Ug + T Tt + 4:rtt at- 4:rtt2 

ug 1 { ug 1 ) 1 ai I 1 ai 
= -t2+T -t-+ 4:nt + 4:nt Tt- 4:nt2 = 4:nt at 

= 4~t ) dg (£, ,;) dS6 = 4~ ) dg (x + tf), -r) dSTJ. (24) 
I x-£ l=t 111 1=1 

It follows from (24) and (22) that Ugtt = dug. I 
The second term on the right-hand side of (16) is u"' (x, t), so by 

Lemma 1 (¢ E C2(R 3}) it belongs to C2(t >- 0), is a solution of the 
homogeneous wave equation and satisfies the initial conditions 

uiPit=O = 0, 
aurp 

The first term on the right-hand side of (16) is ---at . Since <p E 
OUrp 

E C3(R 3), the function at E C2(t >- 0) and is a solution of the 

homogeneous wave equation 

0 ( :t Urp )= :t 0 Urp = 0 

and satisfies the initial conditions 

aurp I a ( au<P ) I ---at t=O = <p, 7ft --at t=O = dUrp it=O = 0. 
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We denote the third term on the right-hand side of (16) by F (x, t) 
and transform it as follows: 

F(x t) = _1_ r /(~. t-1 x-E I) ds 
' 4n J lx-~1 

Jx-~l<t 

t 

= - 1 r ~ r t<s. t-p) as~ 
4n J p J 

0 Jx-£1=p 
t t 

-) (4n(;-T) ) !(6, T)dS~ )dT= J G(x, t, T)dT, 
0 lx- ~l=t -'t 0 

where G(x, t, T) = u1(x, t - T, T). According to Lemma 1, the 
function G (x, t, T) and all its derivatives with respect to x1, x2, x3, t 
up to second order are continuous on the set {x E R 3 , t ::;> 0, 0 ~ 
~ T ~ t} and for any T ::;> 0 

Gtt-flG=O fort? T, 

G lt='t = 0, Gtlt=-r = f (x, T). 

t 

Then the function F(x, t) = ) G(x, t, 't) dT is continuous in {t ::;> 0} 
0 

together with first derivative with respect to t and all the deriva
tivesJtwith respect to x1 , x2 , x3 up to second order. And since 

t 

F1 = G l-r=t +) Gt(x, 
0 

t 

t, T) d't = ) G1 (x, t, T) dT, 
0 

FE C2(t ? 0). Furthermore, 
t 

fl.F(x, t) = \ fl.G(x, t, 't) dT 
'o 

and 

t t 

Ftt=Gtl-r=t+) Gtt(x, t, 't)dT=f+ \ fl.G(x, t, 't)dT. 
0 ~ 

Consequently, the function F (x, t) satisfies the equation OF = f 
and homogeneous boundary conditions Flt=O = 0, Ft!t=O = 0. 

Thus we have shown that the function 
t 

au<p (x, t) r d u(x, t) = at + uw(x, t) + J u1(x, t-T, T) T 

0 

defined by formula (16) is a solution of the problem (14), (15). 
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We shall now establish the inequality (19). Suppose that (X, T) 
is any point of the half-space {t > 0}. By formula (20), for any 
point (x, t) of the cone Kx. T, 0 and arbitrary T > 0 

I ug(x, t, T) I ~ t max I g(£, T) / ~ T max I g(£, T) I· (25) 

Consequently, 
lx-61=t lx-!;i=t 

II u.p llc(I( > ~ T max max 1 \jJ (£) I 
X, T, 0 (x, t)EKx, T, 0 \X-sl=t 

= T max I \jJ I = T Jl \jJ llc(v > (26) 
ix-XI~T X, T, o 

and 
T 

t-T, T)dT II - ~ r (t-T) max /!(£, T)/dT 
C(K x. T. o> ~ lx-sl=t-'t 

1/ J uJ(x, 
0 

T 

~II f llc(K > S (T- T) dT = ~2 1/ f llc<K > (27) 
X, T, o O X, To 0 • 

Similarly, by (23), 

jj o~cp /lc(:K > ~ II qJ llc(v >+TIll Y'qJ lllc(v >. (28) 
X, T, o X, T, o X, T, o 

The inequality (19) follows immediately from (26)-(28). 
Note that the assumptions regarding the functions qJ, \jJ and f 

under which the existence of a solution of the Cauchy problem has 
been established cannot be relaxed in some definite sense. The fol
lowing example shows that the assumption qJ E C2(R 3) is not enough 
for the existence of a solution of the problem (14), (15). 

Suppose that the function qJ depending only on I x I, qJ(x) = 
= a (I x 1), belongs to C2(R 3). Let there exist a solution u(x, t) 
of the problem (14), (15) with this function qJ(x) and the functions 
lj7 = 0 and f = 0. Then by (16) 

u(x, t) = :t ( 4~t ) a (I£!) dS;). 
jx-!;l=t 

Let I x 1•=F 0. Since for all points £ on the sphere {I x- £ I = t}? 
I £2 I = I X 12 + t2 + 2 I X I t cos e, where e is the angle between 
the vectors x and £- x, we have 

) 
x-61 =t 

2:rt :rt 

= (l. I dqJ I a <V t2 +I X 12 + 21 X I t cos 8) sine de 
0 0 

+1 t+lxl 

=2nt2 ) a(Vt2 +/xl2 +2lx!tt..)dl.= z;t ) pa(p)dp. 
-1 lf-lxll 
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Therefore 
Hlxl 

u(x, t)=! ( 211xl ) pa(p)dp) 
l!-lxll 

1 = 2TXT ((t +I xI) a (t +I xI)- (t -I xI) a (j t -I x II)) 

= 21 txl (a(t+lxl)-a(lt-lxll))+ ~ (a(t+jxl)+a(lt-lxiJ)). 

This implies that u(O, t) = ta'(t) + a(t), because the solution 
is continuous. And since the function u(O, t) E C2(t > 0), the 
function a( I x I) must belong to C3 ( I x I > 0) which, of course, 
does not follow from the assumption that <p belongs to C2 (R 3). 

Next we consider the case n = 2. We shall show that if <p(x1, x 2) E 
E C3(R 2), '¢ (x1 , x2) E C2(R 2) and the function f(x1 , x 2 , t) is con
tinuous in { t:;;? 0} together with all the derivatives up to second order 
with respect to x1 , x 2 , then the function u(x1 , x 2 , t) given by Poisson's 
formula (17) is a solution of the problem (14), (15). Further, for any 
point (X, T) of the half-space { t > 0} the inequality ( 19) holds. 

According to formula (10), for any x 3 

a ( 1 r u(x1, x2, t) = Tt 4:n;t J <p(s 1, £2) dS ~) 
S1(x1 , x,, x 3 ) 

t 

+ 4~t ) lJl (£1, £2) dS; + 4~ J ~-r ) 
S1(x1 , x 2 , Xo) 0 S't(x1 , x 2 , x 3 ) 

(17') 

where Sp (x1 , x 2 , x3) is a sphere of radius p centred at (x1 , x 2 , x3): 

(x1 - s1) 2 + (x2 - s2) 2 + (x3 - s3) 2 = p2 • As just now estab
lished, the function appearing in the right-hand side of the identi
ty (17') is a solution of the problem: Utt - Ux,x, - Ux,x, - Ux,x, = 
= f (x1, x2, t) in {t > 0}, u lt=O = <p (x1, x2), Ut lt=O = ljJ (x1, X2) 

and inequality (19) holds for it. And since the function u does not 
depend on x3 , it is a solution of the problem (14), (15) with n = 2. 

For the case n = 1, it can be directly verified that the function 
u (x, t) defined by D'Alembert's formula (18) is a solution of the prob
lem (14), (15) if <p E C2(R1), ljJ E C1(R1) and the junction f(x, t) 
is continuous in { t :;;> 0} together with its first derivative with respect 
to x. Further, for all points (X, T) of the half-plane {t > 0} the fol
lowing inequality holds: 

T2 
II u llc(.Kx, T, 0) ~II <p llc(ox, T, 0) + Til'¢ /1 c(i5x, T, ol +Til f lbRx, T, 0) 

(Kx,T.o is the triangle {t+X- T<x< T +X- t, O<t<T} 
and Dx, r, 0 ={X- T < x <X+ T, t = 0} its base). 
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When the number of space variables is greater than three (n > 3), 

it is established, just like for the case n = 3, that if cp E cl ~ ] +2 (Rn), 
n [-]+! 

'iJ E C 2 (Rn) and the function f is continuous on the set { t > 0} 

together with its derivatives up to order [ ; J + 1 with respect to 

x1, ••• , Xn, then the function u given by the corresponding repre
sentation is a solution of the problem (14), (15). 

Theorem 3. If cp(x) E cm+3(Rn), "¢(x) E cm+2(Rn) and the junc
tion f(x, t) is continuous in { t > 0} together with its derivatives up 

to order m+2 with respect to x 1, ••. , Xn, where m=max ( [ ; ]-1, 0), 
then there exists a solution u(x, t) of the problem (14), (15). Further, 
for any point (X, T) of the half-space { t > 0} the inequality 

li u lieu< > ~ C (II CJlllcm+I<iJ ) +II 'il llcm(o > 
X, T, 0 X, T, o X. T, 0 

holds with a constant C depending only on T. 
As already noted in the preceding subsection, Poisson's formula 

in the case n = 2 or the corresponding representation in the case 
of even n > 2 implies that the value of the solution of the Cauchy 
problem (14), (15) at the point (x, t), t > 0, depends only on the 
values of the function f (in the case n > 2, also on the values of its 
derivatives with respect to the space variables) in the whole cone 
Kx, t. 0 as well as on the values of the initial functions cp and 'iJ (and 
the values of their derivatives) on the whole base Dx, t, 0 of this 
cone. In the case of any odd n > 3 (as in the case n = 3) the value 
of the solution at the point (x, t) depends on the values of function/, 
and in the case n > 3 also on the values of its derivatives with 
respect to space variables only on the lateral surface r x. t. 0 of the 
cone Kx, t, 0 and on the values of the initial functions cp and 'iJ and 
their derivatives only on the boundary of the base, the sphere Sx. t. 0 , 

of the cone. 
Due to this, the cone Kx, t, 0 in the case of even number of space 

variables n > 2 and the conical surface r x, t. 0 in the case of odd 
n > 3 are referred to as the region of dependence on the right-hand 
side of the equation of the solution of the Cauchy problem (14), (15) 
at the point (x, t). Likewise, the ball Dx. t, 0 lying on the initial 
plane in the case of even n > 2 and the boundary, the sphere S x. t. 0 , 

of the ball in the case of odd n > 3 are known as the region of depen
dence on the initial data of the solution of the Cauchy problem at the 
point (x, t). 
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When n = 1, from D'Alembert's formula (18) it follows that 
the solution of the Cauchy problem at the point (x, t) depends only 
on the values of the function f in the triangle Kx. t, 0 , on the values 
of the initial function \jJ on the base of this triangle D x. t, 0 and 
on the values of function QJ on the boundary of the base, the points 
(x + t, 0) and (x - t, 0). 

Suppose that for some R > 0 the initial functions qJ and \jJ vanish 
for I x I:?:- R, while the function f vanishes for I x I + t > R. 
Then the solution u of the Cauchy problem vanishes at all points 
(x, t) E {I x I :?:- R + t, t :?:- 0}, because the cone Kx, t, 0 for such 
(x, t) does not have common points with the set {I x I + t < R, t > 0} 
and its base Dx. t, 0 does not have common points with the ball 
{I x I< R, t = 0}. (Even when f vanishes only for I x I:?:- R + t, 
this assertion remains valid.) 

In the case of even number of space variables the set {I x I~ R + t, 
t :?:- 0} is, generally speaking, maximal possible set where u = 0. 
For instance, with n = 2, if the function \jJ is taken positive in the 
disc {I x I < R} and the functions QJ and f vanish, then it follows 
from Poisson's formula that u(x, t) > 0 for all (x, t) E {I x I < 
< R + t, t> 0}. 

When the number of space variables is odd, n :?:- 3, the function 
u(x, t) vanishes not only on the set {I x I :?:- R + t, t :?:- 0} but 
also on the set {I x I::::;;:; t- R, t :?:- R}, because for (x, t) E 
E {I x I::::;;:; t- R, t :?:- R} the conical surface r x. t, 0 does not have 
common points with the set {I x I + t < R, t > 0} while the bound
ary of the base Sx, t, 0 does not have common points with the ball 
{lxi<R,t=O}. The set G={lxi:?:-R+t, t:>-O}U 
U { I x I ::::;;:; t - R, t :?:- R} is, generally speaking, the maximal 
possible set where u = 0. For instance, with n = 3, if the function 
'Jl (x) > 0 for I x I < R and the functions QJ and f vanish, then 
from Kirchhoff's formula it follows that u(x, t) > 0 on the region 
{II x I-t I< R, t > 0}, the complement of G. 

If the right-hand side f(x, t) of the equation (14) is defined not 
in the whole half-space {t > 0} but only in the strip {0 < t < T} = 
= IIr for some T > 0, then we consider the Cauchy problem for 
Eq. (14) in the strip IIr. 

A function u(x, t) belonging to C2(0 < t < T) n C1(0 ::::;;:; t < T) 
is called the solution of the Cauchy problem (14), (15) in the strip 11r 
if for all points (x, t) E IIr it satisfies Eq. (14) and for t = 0 the 
initial conditions (15). For the Cauchy problem in a strip there are, 
of course, existence and uniqueness theorems, analogous to corre
sponding theorems concerning the Cauchy problem in a half-space. 
The Cauchy problem in the strip IIr cannot have more than one 
solution and in the case of n = 3, for instance, in order that the 
Cauchy problem in the strip IIr may have a solution it is sufficient 
that QJ E C3(R 3), \jJ E C2(R 3) and the function f be continuous in 
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{0 ~ t < T} together with all its derivatives up to second order 
with respect to the variables x1, x 2 , x 3 • Moreover, the solution of the 
problem is represented in ITT by Kirchhoff's formula. 

Apart from considering the Cauchy problem in the half-space 
{t > 0}, we may also study the Cauchy problem in the half-spaces 
{ t > t0 } or { t < t0 } for any t0 • A function u (x, t) belonging to the 
space C2 (t > t0) n C1 (t > t 0) is called the solution of the Cauchy 
problem in the half-space {t > t0 } for the wave equation if in {t > t0 } 

it satisfies the equation D u = f and for t = t0 the initial conditions 
ult=t• = <p, utlt=t• = lJl. Exactly similar is the definition of the solu
tion of the Cauchy problem in the half-space {t < t 0 }. The Cauchy 
problem in the half-space {t > t0 } reduces to a Cauchy problem 
in the half-space {t > 0} by changing t to t - t0 • Similarly, the 
Cauchy problem in the half-space {t < t 0 } transforms to a Cauchy 
problem in the half-space {t > 0} by replacing t by t0 - t. If one 
changes t to t!a (a is a positive constant), the Cauchy problem in 

the half-space {t > 0} for the equation ~ u 11 - ~u = f is trans-
a 

formed to the Cauchy problem (14), (15). 
Let D be an n-dimensional region in the plane { t = 0}, and 

let the region Q lying in the half-space {t > 0} be formed of the 
points (x, t) which are vertices of cones Kx, t, 0 whose bases (balls 
Dx, t. 0) lie in D. If, in particular, D is the ball {I x- x0 I< R}, 
then the region Q is the cone Kx•, R, o; if Dis the cube {I xi - x? I< 
<a, i = 1, ... , n}, then Q is a pyramid whose base is this cube 
and vertex is at the point (x0 , a); if D is the entire plane {t = 0}, 
Q is the half-space {t > 0}. 

A function u(x, t) belonging to C2(Q) n C1(Q U D) is called 
the solution of the Cauchy problem in Q for the wave equation if it 
satisfies in Q the equation ou = f and for t = 0, xED, the initial 
conditions u lt=O = <p, utlt=O = lJl. 

Theorem 1 of the preceding subsection immediately yields a 
uniqueness theorem for the Cauchy problem in Q: the Cauchy prob
lem in Q cannot have more than one solution. 

It is easily seen that the existence theorem, Theorem 3, is also 
valid for the case under consideration. For instance, with n = 3, 
a solution of the Cauchy problem in Q exists provided <p E C3(D), 
lJl E C2 (D) and the function f is continuous in Q U D together with 
its derivatives up to second order with respect to space variables. 
The solution u (x, t) is given by Kirchhoff's formula (16). 

Note that the solution of the Cauchy problem (14), (15) in the 
half-space {t > 0} in Q coincides with the solution of the Cauchy 
problem in Q for Eq. (14) with initial functions <p and lJl considered 
only on D. 
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§ 2. MIXED PROBLEMS 

1. Uniqueness of the Solution. Let D be a bounded region of the 
n-dimensional space Rn (x = (x1, .•• ; Xn) is a point in this space). 
In the (n + i)-dimensional space Rn+t = Rn X {-oo < t < +oo} 
we consider a bounded cylinder Or = {xED, 0 < t < T} of 
height T > 0. We denote by rr the lateral surface {x E an, 
0 < t < T} of the cylinder Or and by D't its intersection {xED, 
t = T} with the plane t = -c; in particular, the top of Or is Dr = 
= {xED, t = T}, while its base is D 0 = {xED, t = 0}. 

In the cylinder Or with T > 0, we examine the hyperbolic equa
tion 

Zu = Utt - div (k(x) vu) + a(x) u =f (x, t), (1) 

where k(x) E C1(D), a(x) E C(JJ), k(x) >- k 0 = const > 0. 
A function u (x, t) belonging to the space C2(0r) n C1(0r U 

U rr U D0) that satisfies in Or Eq. (1), onD 0 the initial conditions 

U lt=O = cp, (2) 

Ut lt=O = "¢, (3) 

and On f r one Of the boundary COnditions 

u lrr=X 
or 

(:~+au) lrT =x, 
where a, a function continuous on r T• is called (classical) solution 
of the first or, correspondingly, the third mixed problem for Eq. (1). 

If a = 0 on r r• the third mixed problem is known as the second 
mixed problem. 

Since the case of nonhomogeneous boundary conditions is easily 
reduced to that of homogeneous boundary conditions, further consid
eration will be confined to the homogeneous boundary conditions 

uJrT=O (4) 
and 

(5) 

We shall assume that the coefficient a(x) in Eq. (1) is nonnegative 
in Or, while the function a in the boundary condition (5) depends 
only on x, a = a(x), and is nonnegative on r r· 

Suppose that the function u(x, t) is a solution of either of the 
problems (1)-(4) or (1), (2), (3), (5), where the right-hand side f(x, t) 
of Eq. (1) belongs to L 2(0r)· Take any 6, 0 < 6 < T. Multiply (1) 
by a function v(x, t) belonging to C1(Qr _6) and satisfying the 
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condition 
vJDT-Il =0 (6) 

and integrate the resulting identity over the cylinderl Q1._0• 

Since UttV = (utv)t - u1vt and v div (kVu) = div (kvvu) - kvuvv, 
we obtain by Ostrogradskii's formula, taking into account the 
initial condition (3) and condition (6), 

J tvdxdt= ) ((u 1v) 1-div(kv'Vu))dxdt 
QT-0 QT-0 

+ ) (k'Vu'Vv + auv- u1v1) dx dt 
QT-ll 

= ) UtV dx- J UtV dx- r k :~ V dS dt 
DT-0 Do rT-0 

+ ) (k'Vu Vv + auv- u1v1) dx dt = - ) \j)v dx 
QT-0 Do 

f kv :: dS dt+ ) (k'Vu'Vv+auv-u1v1)dxdt. (7) 
rT-Il QT-0 

If u(x, t) is a solution of the third (or second) mixed problem, the 
last identity shows, in view of (5), that u(x, t) satisfies the integral 
identity 

r (k'Vu'Vv + auv- UtVt) dx dt + ) kauv dS dt 
QT-0 rT-0 

= r tv dx dt + .1 \j)v dx 
QT-0 Do 

for all v(x, t) E C1 (QT-o) for which (6) holds, and therefore also 
for all v(x, t) E H 1 (QT_0) satisfying the condition (6). 

When the function u(x, t) is a solution of the first mixed prob
lem, we additionally assume that v(x, t) satisfies the condition 

v lr T-O= 0. (8) 

Then (7) shows that u(x, t) satisfies the integral identity 

s (k'VU'VV + auv- UtVt) dx dt = ) \j)V dx + r tv dx dt 
QT-0 Do QT-0 

for all v E H 1(QT-o) satisfying conditions (6) and (8). 
By means of the above identities we can introduce the notion of 

generalized solutions of the mixed problems in question. We shall 
assume that t(x, t) E L 2(QT) and \jJ(x) E L 2(D). 
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A function u belonging to the space H 1(Qr) is called the general
ized solution in Qr of the first mixed problem (1)-(4) if it satisfies 
the initial condition (2), the boundary condition (4) and the identity 

) (k'Vu'Vv + auv- UtVt) dx dt = .\ '¢v dx + ) fv dx dt (9) 
QT Do QT 

for all v E H 1 (Qr) which satisfy the condition (4) and the condition 

v !Dr= 0. (10) 

A function u belonging to H 1 (Qr) is known as the generalized 
solution in Qr of the third (second if a = 0) mixed problem (1), (2), 
(3), (5) if it satisfies the initial condition (2) and the identity 

.\ (k'Vu'Vv + auv- UtVt) dx dt + J kauv dS dt 
QT rT 

= J 'lj)v dx + i fv dx dt ( 11) 
Do QT 

for all v E H 1 (Qr) for which condition (10) is fulfilled. 
Note that the generalized solutions, like the classical solutions, 

have the following property. If u is a generalized solution of the 
problem (1)-(4) or of (1), (2), (3), (5) in the cylinder Qr, then it is also 
a generalized solution of the corresponding problem in the cylinder Qr• 
for any T' < T. 

Indeed, if u is a generalized solution in Qr of any of the above 
problems, then for any T' < T, u E H 1(Qr·), in the case of the 
first mixed problem u lrr, = 0, and for it the corresponding integral 
identity holds for all v belonging to H 1(Qr) and satisfying the condi
tion viD = 0, and in the case of the first mixed problem also the 

T . 
condition vl:r:T = 0. 

It can be dlrectly verified that if the function v belongs to H 1(Qr· ), 
v lnT' = 0 and v = 0 in Qr ~QT', then v E H 1(Qr) and viDr = 0, 
and if, in addition, vlrT' = 0, then vlrr = 0 also. Thus the func
tion u satisfies the integral identity defining the generalized solution 
of the corresponding mixed problem in Qr·· 

We also note that the notion of a generalized solution of the mixed 
problem has been introduced as a generalization of the notion of 
a classical solution (with f E L 2 (Qr)), and the following assertion 
has been established: the classical solution in Qr of each of the prob
lems (1)-(4) and (1), (2), (3), (5) with f E L 2 (Qr) is a generalized solu
tion of this problem in Qr-6 for any ~ E (0, T). 

Apart from the classical and generalized solutions of mixed prob
lems, we can also introduce the idea of an almost everywhere solu
tion (a.e. solution). A function u is designated as an a.e. solution of 
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the mixed problem (1)-(4) or the third (second if a= 0) mixed problem 
(1), (2), (3), (5) if it belongs to H 2(Qr), satisfies Eq. (1) in Qr 
(for almost all (x, t) E Qr) and the initial conditions (2) and (3) ab 
well as one of the boundary conditions (4) or (5), respectively. 

From this definition it immediately follows that if the classical 
solution of the problem (1)-(4) or (1), (2), (3), (5) belongs to the 
space H 2(Qr), it is also an a.e. solution of the corresponding problem. 
What is more, if an a.e. solution of the problem (1)-(4) (or the prob-
lem (1), (2), (3), (5)) belongs to C2 (Qr) n C1 (Qr u r T u Do), it is 
also a classical solution of this problem (the function Utt- div (kVu) + 
+ au - f is continuous and equal to zero a.e. in Qr; accordingly, 
it vanishes everywhere in QT). 

As shown above, a classical solution of the first or third (second) 
mixed problem for Eq. (1) in QT with f E L 2(Qr) is a generalized 
solution of the corresponding problem in QT-O for any 6 E (0, T). 
It can be similarly proved that an a.e. solution of the first or third 
(second) mixed problem for Eq. (1) in QT is a generalized solution of 
the corresponding problem in QT. 

The following assertion also holds which is, in a definite sense, 
a converse of the above result. 

Lemma 1. If a generalized solution of the problem (1)-(4) or the 
problem (1), (2), (3), (5) belongs to the space H 2(QT), it is an a.e. solu
tion of the corresponding problem. If the generalized solution of the 
problem (1)-(4) or (1), (2), (3), (5) belongs to C2(QT) n C1 (Qr u 
U r r U D 0), then it is a classical solution of the corresponding 
problem. 

Proof. Both the assertions of the lemma will be proved simulta
neously. 

Let the generalized solution of the problem (1)-(4) or (1), (2), (3), 

(5) belong to H 2(QT) (or to C2(Qr) n C1(QT u r T u Do)). Then 
to prove the lemma, it suffices to establish that in QT the function u 
satisfies Eq. (1), on D 0 the initial condition (3), and, in case of the 
third (second) mixed problem, also the boundary condition (5) 
On fT. 

Taking an arbitrary function v E C1 (QT), we transform (9) or, 
correspondingly, (11) by means of Ostrogradskii's formula in the 
following manner 

.\ (- div (kVu) +au+ Utt- /) v dx dt = 0. 
QT 

If u E H2(QT), then - div (kvu) + au+ Utt - f E L 2(QT) and 

since the set C1 (QT) is everywhere dense in L 2 (QT), the function u 
satisfies Eq. (1) a.e. in QT. 
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When u E C2(Qr) n C1(QT u r T u Do). then -div (k vu) + 
+ au + u 11 - f E £ 2 (Q') for any subregion Q' ~ Q; since the set 

of functions C1 (Qr) is everywhere dense in L 2(Q') and Q' is arbi
trary, we find that u satisfies Eq. (1) in Or· (Since the function 
-div (kVu) + au + u11 is continuous in Qr, so is the function f, 
that is, the function u satisfies Eq. (1) everywhere.) 

Consider a function v belonging to C1 (Or-6) for certain 6 E (0, T) 
and satisfying conditions (6) and (8). If u E H 2 (Qr), we use Ostro
gradskii's formula to obtain from (9) or, correspondingly, from (11) 

) (u 1 -¢)vdx=0. 
Do 

This identity is true also when u E C2(Qr) n C1(Qr u r T u Do). 
because in this case -div (kVu) + u 11 = f - au E L1(Qr) and 

u E C1(QT-6). Since corresponding to any g in C1(D 0) (the set 
of such functions is everywhere dense in L 2(D 0)) we can construct 
a function v belonging to C1(Qr-6) and satisfying conditions (6), 
(8) as well as the condition viv. = g, the function u satisfies the 
initial condition (3). 

We now take any function v E C1(QT_6), 6 E (0, T), satisfying 
the condition (6). Then (11) yields 

.\ kv ( :~ +au) dS dt = 0. 
rT-6 

But for any continuously differentiable function g with compact 
support on r T (the set of such functions is everywhere dense in L 2(f T)) 
we can find a 6 E (0, T) and a function v E C1(QT_6) satisfying condi-

tion (6) as well as the condition vJrr_6 = g!k. So ( ~~+au) lrT = 0. I 
We shall now prove the following uniqueness theorem. 
Theorem 1. Each of the problems (1)-(4) and (1), (2), (3), (5) cannot 

have more than one generalized solution. 
Proof. Let u be the generalized solution of the problem (1)-(4) 

or (1), (2), (3), (5) with f = 0 in QT and cp = 0, 1J' = 0 on D 0 • We 
shall demonstrate that u = 0 in QT. 

Take an arbitrary • E (0, T) and consider the function 

{ r u (x, 8) d8, 
v (x, t) = { 

0, 
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It can be directly checked that in Qr the function v has generalized 
derivatives 

{ 
-u 

Vt= 0: 
and 

't<t<T. 

Consequently, v(x, t) E H 1(Qr)· Moreover, vlnT = 0, and when u 
is a generalized solution of the first mixed problem, v lrT = 0. 

We substitute v in identity (9) if u is the generalized solution of 
the problem (1)-(4), or in (11) if u is the generalized solution of the 
problem (1), (2), (3), (5). Then 

't 

~ ( k'Vu j Vu d8-avvt + UtU) dx dt = 0 
Q't t 

in the case of the first mixed problem, or 

't 

J { k'Vu) vu d8-avvt + UtU) dx dt 
Q't t 

't 

+ J kou(x, t) J u(x, 8)d8dSdt=0 
r,; t 

in the case of the third (second) mixed problem. (Recall that in 
Qr; Vt = -u E H 1(Qr;), and consequently Vt lr E L 2(f r;).) Since 

'C 
't" 

J k (x) Vu (x, t) J Vu (x, e) de dt dx 
Q'C t 

't" 't" 

= ~ k (x) J Vu (x, t)[) vu (x, e) de J dt dx 
D 0 t 

r; e 

=- ) k (x) r vu (x, 8) de J vu (x, t) dt dx 
D 0 0 

T; 't" 

= J lc (x) J Vu (x, e) d8 J Vu (x, t) dt dx 
D 0 0 

d9-0594 
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't 't 

- ) k (x) ) vu (x, e) de ) Vu (x, t) dt dx 
v o e 

't 't 

=) k(x)l J Vu(x, t)dt,2 dx- J k(x)Vu(x, t) J Vu(x, e)dedtdx, 
D 0 Q,; t 

it follows that 
't 't 

r k (x) '\lU (x, t) J Vu (x, 8) de dt dx = ~ J k (x) I ) '\lU (x, t) dt 12 dx. 
d't t D 0 

Similarly, 
't 

j kau (x, t) ) u (x, 8) de dS dt 
r"' t 

't t 

= .\ ka(J u(x, t)dt) 2 dS- J kau(x, t) )' u(x, S)dedSdt 
f!D o r"' t 

yields 
't 't 

J kau(x, t) J u(x, e)dedSdt=;) ka(J u(x, t)dt) 2 dS. 
r"' t {JD o 

Furthermore, 

J avvtdxdt=- J av2dx- J avtvdxdt. 
Q,; D, Q-r 

Then 

J avvtdxdt=- ~ .~ av2dx. 
Q't Do 

Analogously, 

J uutdxdt=; J u2dx. 
Qt D-r 

Consequently, if u is a solution of the first mixed problem, then 

't 

J k(x)j J Vu(x, t)dt, 2 dx+ J av2dx+) u2dx=0 
D 0 Do D't 
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and, if u is a solution of the third (second) mixed problem, then 
't 

~ k(x) \ J Vu (x, t) dt 12 dx+ ~ av2dx+ J u2dx 
D 0 Do D't 

't 

+ J kcr ( ) u (x, t) dt) 2 dS = 0. 
fJD 0 

Since k(x)> 0, a (x) :;;> 0 in QT and cr(x) :;;> 0 on r T• these iden

tities imply that ) u 2 dx = 0. Since 't is an arbitrary number i~ 
D't 

the interval (0, T), u = 0 in QT. I 
As shown above, the classical solutions of the problems (1)-(4) 

and (1), (2), (3), (5) are also generalized solutions of these problems 
in QT-O for any 6 E (0, T). Therefore Theorem 1 at once gives the 
following result. 

Corollary 1. Each of the problem (1)-(4) and (1), (2), (3), (5) cannot; 
have more than one classical solution. 

Since a.e. solutions of the problems (1)-(4) and (1)-(3), (5) are 
also generalized solutions of these problems, from Theorem 1 we 
also have the following result. 

Corollary 2. Each of the problem (1)-(4) and (1), (2), (3), (5) cannot 
have more than one a.e. solution. 

2. Existence of a Generalized Solution. We shall now establish 
the existence of solutions of the problems (1)-(4) and (1), (2), (3), (5). · 
For this we make use of the Fourier method, according to which the 
solution of the mixed problem is sought in the form of a series in 
terms of eigenfunctions of the corresponding elliptic boundary
value problem. 

Let v(x) be the generalized eigenfunction of the first boundary-
value problem · 

div (k'Vv) -av = A.v, 

v laD=O 

xED, 

or the third (second if cr = 0) boundary-value problem 

div(k'Vv)-av=A.v, xED, 

(12) 

( :~ +crv) laD= 0 (13) 

(A. is the corresponding eigenvalue). This means that in the case 

of the first boundary-value problem v E /Jl(D) and for all "1 E jJl(D) 

J" (k'Vv'V'l'] + av'l']) dx +A. J v'l'] dx = 0, (14) 
D D 
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while in the case of the third (second) boundary-value problem 
v E H 1(D) and for all 11 E H 1(D) 

) (k'Vv'V'YJ + avlJ) dx + ) kavrt dS +A J vrt dx = 0. ( 15) 
D aD D 

Consider the orthonormal system v1 , v2 , ••• in L 2(D) of all 
the generalized eigenfunctions of the problem (12) or correspondingly 
the problem (13); A-1 , A- 2 , ••• is the sequence of corresponding eigen
values (as usual, the sequence of eigenvalues is assumed nonincreas
ing and each eigenvalue is repeated according to its multiplicity). 
As demonstrated in Sec. 1, Chap. IV, the system v1, v2 , ••• consti
tutes an orthonormal basis for L 2(D) and Ak-+ -oo as k-+ oo. 
For the first, third, with a=¢= 0 on iJD, and second, with a =I= 0 in D, 
boundary-value problems (recall that k(x) :;;? k 0 > 0, a(x) :;;? 0 in 
D and a(x) :;;? 0 on iJD) the first eigenvalue A-1 < 0, that is, 0 > 
> A1 :;;? A- 2 :;;? . . . . If a(x) == 0 in D, then for the second boundary
value problem 0 = A1 > A2 :;;? .... 

Assume that the initial functions cp(x) and 'ljJ(x) in (2) and (3) 
belong to L 2(D) and the function f(x, t) E L 2(Qr). According to 
Fubini 's theorem, f(x, t) E L 2(D) for almost all t E (0, T). We 
expand the functions cp(x) and ljl(x) and for almost all t E (0, T) 
the function f(x, t) in Fourier series in terms of the system v1 (x), 
v2(x), ... of generalized eigenfunctions of the problem (12) if the 
problem (1)-(4) is under consideration, or of the problem (13) if we 
consider the problem (1), (2), (3), (5): 

~ ~ ~ 

(jl(x) = ~ <pkvk (x), ljl(x) = ~ 'i'k'Jk(x), f(x, t) = ~ fk(t) vk(x), 
k=t k=i k=i 

(16) 

Where (jlk = (cp, Vk)L,(D), 'iJk = (ljl, Vk)L,(D) and fk(t) c= f f(x, t) Vk(x)dx, 
D 

k=1, 2, .... Since lfk(t)l 2 ~ j f 2(x,t)dx·) v:dx= f f 2(x, t)dx, 
D D D 

we see that fk(t)EL2 (0, T), ked, 2, .... According to the 
Parseval-Steklov equality, 

~ ~ 

~ cp~ = II cp IIL<n>, ~ ~)~=II"' lll.(D) (17) 
k=i k=i 

:and for almost all t E (0, T) 
~ 

~ f~(t) = f /2(x, t) dx. 
k=1 D 
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Hence 
.,., T 

~ j mt) dt = ) / 2 dx dt. (17') 
11=1 0 QT 

For the initial functions in (2) and (3) we first take the functions 
cpkvk(x) and ¢kvk(x), the kth "harmonics" of the series (16), while 
for the function appearing on the right side of Eq. (1) we take the 
function fk(t) vk(x), k ;> 1. Consider the function 

uk(x, t) = U k(t) vk(x), (18) 
where 

V-- 'IJ'k • v-u k(t) = cpk cos - Ak t + V sm - Ak t 
-'Ak 

t 

+ 11 ~'Ak J tic) sin V -Ak (t--'t) d't; (19) 
0 

when A1 = 0, 
t 

Ut(f)=cpt+¢t(t)+ ~· /t(T)(t-T)d't 
0 

=lim ( cp1 cos V-At t + ·¢1 sin V.- At t 
A1 -+0 V -'A1 

t 

+ V ~'A1 ) ft('t) sin V-At (t-'t) d,;). 
0 

Clearly, the function U k(t) belongs to H 2(0, T), satisfies for t = 0 
the initial conditions U k(O) = cpk, Ui, (0) = '¢k, and for almost 
all t E (0, T) is a solution of the equation 

U'i,. - AkUk = fk, k = 1, 2, . . .. (20) 

We shall show that if vk (x) and Ak are the generalized eigenfunc
tion and corresponding eigenvalue of the problem (12) (or of (13)). 
then the function uk(x, t) is a generalized solution of the first (re
spectively, of the third or second) mixed problem for the equation 

Utt - div (k(x) Vu) + au = fk(t) vk(x) 

with the initial conditions 

Indeed, the function uk(x, t) E H 1(Qr), satisfies on D 0 the initial 
condition (2) and, in the case of the first mixed problem, the bounda
ry condition (4). Let us show that in the case of the first mixed prob-
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lem the function uk(x, t) satisfies the integral identity 

) (k'Vuk'Vv+aukv-uktVt)dxdt 
QT 

= 'i'k) vh (x) v dx + J /k(t) vk(x) v dx dt (9A) 
Do QT 

for all functions v belonging to the space H1(QT) and satisfying 
conditions (4) and (10), and, in the case of the second and third 
mixed problems, the identity 

J (kVuk'Vv+aukv-uktVt)dxdt+ J kaukvdSdt 
QT l'T 

='i'k) vh(x)vdx+ J fk(t)vh(x)vdxdt (11k) 
Do QT 

for all v E H 1(QT) and satisfying condition (10). Obviously, it is 
enough to establish the validity of identities (9k) and (11k) for all 
the functions v continuously differentiable in QT and satisfying 
conditions (4) and (10)- and condition (10), respectively. 

In view of (10), (18) and (19), 
T 

J uuvt dx dt = J vk(x) [) Uft(t) Vt dt J dx 
T D 0 

T 

= ) vk(x) [- 'i'kv (x, 0)- r u; (t) v dt J dx 
D 0 

= - 'i'h J vk(x) v(x, 0) dx- },k \ ukv dx dt- J fk(t) vk(x) v dx dt. 
D dT QT 

Therefore for the first mixed problem the identity (9k) follows from 
(14)1 . 

t (kVuh 'Vv + auhv- uktVt) dx dt 

T 

= J U h(t) dt J (k(x) 'Vuh 'Vv + auhv + J.kvkv) dx 
0 D 

+ 'i'k J vk(x) v(x, 0) dx + \ fk(t) Vk(x) v dx dt 
D dT 

= 'i'k J vk.(x) v(x, 0) dx + J fk(t) vh(x) v dx dt. 
D QT 
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Analogously, in the case of the third (second) mixed problem the 
identity (H~t) follows from (15): 

) (k(x)Vu~tVv+aukv-u~ttVt}dxdt+ J k(x)aukvdSdt 
QT rT 

T 

= J Uk(t)dt [J (k(x)VvkVv+avkv+A.kvku)dx+ J k(x)ovkvdS J 
0 D W 

+'llkJ uk(x)v(x, O)dx+ J fk(t)vk(x)vdxdt 
D QT 

= 'h J lv~t(x) v(x, 0) dx + J f~t(t) v11.(x) vdx dt. 
D QT 

If we take for initial functions in (2) and (3) the partial sums 
N N 
~ q>kvk(x) and ~ 'IJlkvk(x) of series (16) for some N and for I in (1) 

k=1 11.=1 
N 

the partial sum ~ !11.(t) vk(x) of ~its Fourier series, then a general-
11.=1 

ized solution of the problem (1)-(4) ((1), (2), (3), (5)) will be the 
function 

N N 

S N(x, t) = h u"(x, t) = h U 11.(t) v"(x) 
=• '=1 

In particular, in the case of the first mixed problem this function 
satisfies the identity 

J (kVSNVv+aSNv-SNtvt) dx dt 
QT 

N N 

= .\ ~ 'IJl~tvk(x) 1;(x, 0) dx + J ~ f11.(t) v11.(x) v(x, t) dx dt (21) 
D k=1 QTk=1 

for all v E H 1 (Qr) satisfying conditions (4) and (10), while in the 
case of the third (second) mixed problem the identity 

) (kVSNVv+aSNv-SNtVt)dxdt+ J kaSNvdSdt 
QT rT 

N N 

= J ~ 'hvk(x) v(x, 0) dx + J ~ !11.(t) v11.(x)"v dx dt (22) 
D k=1 Qrk=1 

for all v E H 1 (QT) satisfyin~ condition (10). 
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Thus it is natural to expect that under certain assumptions regard
ing IJ!, lJl and f the solution of the problem (1)-(4) ((1), (2), (3), (5)) 
may be represented by a series of the form 

00 

u(:x, t)= ~ Uk(t) vk(x), 
k=1 

(23) 

where v1, v2 , ••• are generalized eigenfunctions of the problem (12) 
(respectively, of (13)). 

Theorem 2. Let f E L 2(Qr), lJl E L 2(D) and 1J! E H1(D) in the 
case of the first mixed problem (1)-(4) while 'P E H 1(D) in the case 
of the third (second) mixed problem (1), (2), (3), (5). Then the general
ized solution u of the respective problem exists and is represented by 
series (23) which converges in H 1 (Qr)· Moreover, the following in
equality holds: 

!I u IIH•(QT) ~ c (II 'P IIH•(D) + ll'i'IIL2(D) +II t IIL2(QT) ), (24) 

where the positive constant C does not depend on IJ!, lJl or f. 
Proof. From formula (19) it follows that for all t E [0, TI 

T 

!Uk (t)j ~ I'Pkl+l'i'k 11'-kl- 112+1'-kl- 112 ) lfk(t)Jdt for k>1 
0 

and 
T 

JUt(t)J ~I'Pti+C1i'i'1I+C1 J jtt(t)jdt 
0 

(for the second mixed problem with a= 0 C1 = T and in the re
maining cases C1 · 1/Vn:J). Therefore for all t E [0, T] 

T 

u~ <t> ~ 3!p~ + 3lJl~ 1 "k 1-1 + 31 "'k r 1 ( ) 1 fk 1 dt) 2 

0 

T 

~C(T)(1P~+lJl~iJ..kr1 +1'-kl-1 ) f~dt) for k>1, (25) 
0 

T 

ur (t) -< c (T) ('PI+ 'I' I+ ) tr dt). (25') 
0 

T 

For any k, k = 1, 2, ... , I d~k I <: I IJ!k II J..k J11 2 + 'i'k + ) I fk I dt, so 
0 



for all t E [0, TJ 
T 

I d~k 12 -< C(1') ( cp: I Ak I+ I 'h 12 + ~ ~~ dt). (26) 
0 

Since the function cp belongs to ffl(D) in the case of the first 
mixed problem (to H 1(D) in the case of the third mixed problem), 
it follows from Theorem 3, Sec. 1.3, Chap. IV, that its Fourier series 
(16) in terms of the eigenfunctions of the problem (12) (or of (13), 
respectively) converges to it in the norm of the space H 1(D). Further, 

there exists a constant C > 0 such that for all cp in Ifl(D) (or in 
H 1(D), respectively) 

00 

~ cp: I Ak 1-<Ctll cp llkl(D)· 
k=1 

(27) 

N 

Consider the partial sum S N(x, t) = ~ U k(t) vk(x) of the-
k=1 

series (23). For each t E [0, T] this series and its derivative with 
respect to t (according to Theorem 3, Sec. 6.2, Chap. III, the func
tions Uk(t) and Ui.(t), k = 1, 2, ... , are continuous on [0, Tl) 
belong to ifl(Dt) (or to H 1(Dt)). 

In investigating the problem (1)-(4) it is convenient to define-

in the space Ffl(Dt) the scalar product 

~ (k'Vu'Vv + auv) dx. 
Dt 

In investigating the problem (1), (2), (3), (5) we introduce in the
space H 1(Dt) the scalar product 

J (k'Vu'Vv + auv) dx + ) kouv dS 
Dt aDt 

if either a =¢= 0 in D or cr =¢= 0 on aD, and the scalar product 

J (k'Vu'Vv + uv) dx 
Dt 

if a === 0 in D and cr === 0 on aD. Since in the case of the first and 
third, with cr =¢= 0, mixed problems and in the case of the second 
mixed problem, with a =¢= 0, the system of functions v1/ V-A~> 
v21V -1.2 , • • • is orthonormal in corresponding scalar products, 
and in the case of the second mixed problem, with a= 0, the system 
of functions v11 /1 - A.l, v2/ V 1 - A.2, ••• is orthonormal, then 
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for all t E [0, T] and arbitrary M and N, 1 ~ M < N, we have 
by (25), 

N 

11 SN (x, t)-SM (x, t) l!hl(Dt> =II ~ u~~.(t) v~~.(x) ll:l(Dt) 
lt=M+i 

N N 1' 

= ~ Ul(t)lt.,d-<C(T) ~ (cp~jt.~~.l+'l'~+ J t:dt) 
lt=M+1 lt=M+1 0 

if either a=¢= 0 in D or a=¢= 0 on aD, and 
N 

II S N (x, t) -S M (x, t) llhl(Dt> = ~ u: (t) (1-A~t) 
lt=M+i 

N T 

.:::;; 1 i ~~2 I c ( T) ~ ( cp~ ( 1 + I A~t I) + 1p: + J t: dt) 
lt=M+i 0 

if a= 0 in D ~and a= 0 on aD. Thus in all cases 

N T 

-<Cz ~ (cp:(t +P-~~.D+'l':+ J t:dt) (28) 
lt=M+i 0 

for all t E [0, T]. Similarly, by (26) for all t E [0, T] 
N N 

II a:; - a:tM li:.<D >=II ~ Ui (t) v" (x) IJ:.<D > = L u;.2 (t) 
t lt=M+1 t lt=M+i 

N T 

-<Ca L (cp:jt.~~.I+'P:+ J f~dt). (28') 
lt=M+i 0 

Apart from these inequalities, there are also the inequalities 
N 

f1 S N (x, t) llhl(Dt> =II ~ U 11. (t) v11. (x) 11:l(D > 
lt=i t 

N T 

.:::;;c.,~ ( cpl(t +It.~~. I)+ '1':+ J t: dt), (29) 
lt=i 0 

N N 

Jj a!; Jl:.<D-> =II ~ u;. (t) v" (x) II:.<D > = ~ Uit2(t) 
' It=! t lt=i 

N T 

.:::;;cs~ (cp:<lt.ltl+t)+'l': +) t~dt), (29') 
lt=1 0 

valid for all t E [0, T) and any N ::;:::. 1. 
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Integrating inequalities (28) and (28') with respect to t E (0, T) 
and adding them, we obtain the inequality 

II S N(x, t)- S M(x, t) llkl(QT) 
N T 

-<Co ~ ( <p:(1+j1."1)+'1':+ r t:at). (30) 
k=M+1 0 

00 "" 
By (17), (17') and (27), the series ~ <p~ (1 + I 1." 1), ~ ljJ~ and 

k=i k=1 
OG T 

~ ) t: dt converge. Therefore it follows from (30) that the series (23) 
k=i 0 
converges in H 1(QT) and accordingly its sum u E H 1(QT)· The 
function u(x, t) obviously satisfies the initial condition (2) and in 
the case of the first mixed problem the boundary condition (4). 
Passing to the limit, as N-+ oo, in the identity (21) for the prob
lem (1)-(4) or in (22) for the problem (1), (2), (3), (5), we find that u 
satisfies the identity (9) or (11), respectively. Thus u is a generalized 
solution of the first or third mixed problem, respectively. Integrating 
the inequalities (29) and (29') with respect to t E (0, T), adding 
them and noting (17), (17') and (27), we obtain the inequality (24). I 

3. The Galerkin Method. It is possible to give alternative proofs of 
the existence of generalized solutions of mixed problems that are 
independent of the proofs of Subsec. 2 and do not use the properties 
of eigenfunctions. The present subsection is devoted to one of such 
methods, the Galerkin method, which is simultaneously an approx
imate method for solving mixed problems. Note that in contrast 
to the Fourier method, the Galerkin method enables us to investi
gate mixed problems in the case when the coefficients depend not 
only on space variables x but also on time t. For the sake of defi
niteness, we examin.e the first mixed problem (1)-(4). As above, it is 

assumed that <p E H 1(D), ljJ E L 2(D), f E L 2(QT)· 
The Galerkin method is now set forth. 
Let v1(x), v2(x), . . . be an arbitrary system of functions in 

C2(D) satisfying the boundary condition v,.ian = 0, k = 1, 2~ •.. , 

and let this system be linearly independent and complete in H 1(D), 
that is, t~e linear manifold spanned by this system is everywhere 

dense in Hl(D). For an arbitrary integer m in the finite-dimensional 
subspace V m of the space L 2(D) spanned by the functions v,., k = 
= 1, ... , m we seek a solution of the problem obtained from the 
problem (1)-(4) by orthogonal projection onto this subspace, that is, 
we look for a function Wm(x, t) (in fl2(QT)) that belongs to V m 
for every t E [0, T), satisfies conditions {2), (3) with initial functions 
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m m 

<pm (x) = Lj IJlkVk (x), '}Jm (x) = 2:J '}Jkvk(x) which are the orthog-
~<=1 ll=i 

onal projections onto V m of the functions <p(x) and '}l(x), respec
tively, and such that for almost all t E (0, T) the orthogonal projec
tions onto V m (in L 2(D) with a scalar product) of functions f(x, t) 
and Wmtt - div (k Vwm) + awm coincide. This means that we try 
to find functions c1(t), ... , cm(t) (belonging to H 2(0, T)) satis
fying the conditions ck(O) = 'Pil• c/, (0) = 'l'k• k = 1, ... , m, such 
that the function Wmtt - div (k Vwm) + awm - j, where 

m 

Wm (x, t) = LJ ck(t) vk(x), (31) 
k=1 

is for almost all t E (0, T) (for which f E L 2(Dt)) orthogonal in 
L 2(D) to the subspace V m• that is, 

) (wmtt- div (kVu•m) + awm) vk dx = ~ fvk dx (32) 
D D 

for k = 1, ... , m. 
According to the Galerkin method, the solution u of the problem 

(1)-(4) is approximated by the solutions wm of the "projected" prob
lems. To substantiate this, we must show that the solution Wm 
of each of these problems exists (and is unique) and the sequence
Wm, m = 1, 2, ... , converges in some sense (weakly in H 1(Qr)) to u. 

For simplicity, we examine the case of homogeneous initial con
ditions (<p = 0, '}1 = 0). Then 'Pk = 'Pk = 0, k = 1, ... , that is, 

ck (0) = ch (0) = 0, k = 1, ... , m. (33) 

The equations (32) constitute a linear system, regarding functions 
c1(t), ... , cm(t), of ordinary differential equations of second 
order with constant coefficients 

m 

2:J (c';(t)(vk, V 8 )L,(D) + C5 (t)(vk, V 8 )o )=fk(t), k=1, ... ,m, 
s=1 Hl(D) 

(34} 
where 

fk(t) = ) f(x, t) vk(x) dx E L 2(0, T) 
D 

( (h, g) o = I (kVhVg + ahg) dx) • 
Hl(D) J 

D 

Let us show that the system (34) has a unique solution that belongs 
to H 2 (0, T) (all its components belong to H 2 (0, T)) and satisfies 
the initial conditions (33). 
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Since the system of functions v1 , v2 , ••• is linearly independent, 
for any m >- 1 the determinant of the matrix with elements 
·(vk, v.)L,(D)• k, s = 1, ... , m, is different from zero (analogous 
assertion was established in Sec. 1.9, Chap. IV). Therefore the linear 
system of ordinary differential equations (34) can be solved for 
higher derivatives. Consequently, the problem (34), (33) is equiv
alent to the problem 

c'(t) = Ac(t) + F(t), c(O) = 0, (35) 

where c(t) = (c~ (t), ... , c~(t), c1(t), ... , cm(t)), F(t) = (F1(t), 
... , F2m(t)), (Fl(t), • · ., Fm(t)) = II (cpk, cp.)L,(D) 11-l (/l(t), · • ., 
fm (t)), F m+l (t) == ... == F 2 m (t) = 0 and 

A= -11~: JJ(cpk, CJls)L,(D)II:·il(cpk, CJls)Hl(D)JJII 

is a matrix of order 2m (I is the identity matrix of order m). Clearly, 
the vector F(t) E L 2(0, T) (F;(t) E L 2(0, T), i = 1, ... , 2m). 

To prove the assertion, it suffices to show that the problem (35) 
has a unique solution belonging to H 1(0, T). As usual, we replace 
the problem (35) by an equivalent system of integral equations 

t t 

c(t) = ~ Ac(•) d,; + J F(•) d't", (36) 
0 0 

t 

where the free term \ F('t") dT: belongs to H 1(0, T) and is therefore 
b 

continuous on [0, T]: if c(t) is a solution of the problem (35) which 
belongs to H 1(0, T), then it is continuous on [0, T] and satisfies 
the system (36) by Theorem 3, Sec. 6.2, Chap. III; if c(t) is a solu
tion of the system (36) that is continuous on [0, T], then it obviously 
belongs to H 1(0, T) and is a solution of the problem (35). And the 
·existence (as well as uniqueness) of the solution (continuous on 
10, T]) of the system of integral equations (36) is established in 
courses of ordinary differential equations while proving the existence 
theorems regarding solutions of the Cauchy problem for linear nor
mal system of ordinary differential equations (see, e.g., L.S. Pont
ryagin, Ordinary Differential Equations, Addison-Wesley, Reading, 
Mass., 1962). 

Thus we have established the existence and uniqueness, for any 
m = 1, 2, ... , of functions wm(x, t) of the form (31) that satisfy 

Eqs. (32) and the initial conditions Wm lt=o = iJ~m I = 0. 
ut t=O 

Multiplying (32) by c/,(t) and integrating over (0, 't"), where T 

is any number in [0, T], and then summing over k from 1 to m, 
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we obtain the identity 

) (u,'mtt- div (kVwm) + awm) Wmt dx dt = ) fwmt dx dt. (37) 
QT QT 

Since WmttWmt = :e ( ; w;,t} , div (kVwm) · Wmt = div (kWmtVWm)-

- :e ( ; I Vwm 12 } and awmWmt = :t ( ; aw;,} , we have 

J (wmtt- div (kVwm) + awm) Wmt dx dt 
QT 

= ~ r (w;.t + k I Vwm 12 + aw;.),,dx. 
DT 

Noting that in the subspace fi1(QT) of H 1(QT) that consists of 
functions vanishing on r T U D 0 we may introduce the norm 

II w lliii<QT) = ( J (w~ + k I Vw 12 + aw2) dx dt) 112 

QT 

equivalent to the usual one, we obtain 
T 

2) d't r (Wmtt- div (kVwm) +awm) Wmt dx =II Wm llifl(QT). 

0 QT 

Therefore by (37) 
T T 

II Wm II~I(QT) = 2 J d't J dt J f(x, t) Wmt(X, t) dx 
0 0 D 

= 2 ~ (T- t) f(x, t) Wmt(X, t) dx dt < 2T II f 1/L.<QT) II Wmt llr...(QT) 
QT 

whence 

II Wm IIH1(QT)'~:;· 2T II f i/L.(QT)• 

Thus the set of functions Wm, m = 1, 2, ... , is bounded in H1 (QT)· 
From Theorem 3, Sec. 3.8, Chap. II, it follows that this set is weakly 
compact in lfl (QT), that is, from it we can choose a subsequence 
(denoted again by wm) that converges weakly in fi1(QT) to a func
tion u E fi1 (Qr). 

The function u is the desired generalized solution of the mixed 
problem. In order to establish this, it is enough to demonstrate that 
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for any v E H1(QT), where H1(QT) is the subspace of H 1(QT) com
posed of functions vanishing on DT u r T• the integral identity (9} 
holds (with '¢ = 0): 

J (kVuVv+auv-utvt)dxdt= J fvdxdt. (38) 
QT QT 

For this it suffices, in tuE_n, to establish (38) for a set of functions 

aft everywhere dense in lfl(QT)· 
For aft we take the set of all linear combinations of functions 

vk(x) e (t), where k = 1, 2, •.. and S(t) is any function in C1([0, T)) 
such that S(T) = 0. We shall first show that (38) is valid for any 
function v(x, t) = vk (x)S (t) and therefore f~ any v in alt, and· 

then show that aft is everywhere dense in fi1(QT). 
Multiplying (32) by S(t) and then integrating over (O,T), we

obtain, for m :>- k, 

J [(kVwmY'vk+awmvk)S--'-wmtVke']dxdt= \ fv 118dxdt. 

~ ~ 
Hence follows (38) since, as m-+ oo, Wm converges weakly in H 1(QT} 
to u. 

Let us show that oJt is everywhere dense in l'fl(QT)· For this, it 
suffices to establish that any function rJ (x, t) belonging to C2(QT} 
and satisfying the condition 

t'J lrTUDr = 0 (39) 

(the set of such functions is everywhere dense in lfl(QT)) can be 
approximated by functions be~onging to aft in the metric of the 

space H 1(QT)· The norm in fi1(QT) is defined by the formula 

ilf/lz =( r (ff+lV/l 2)dxdt) 112 • 
Hl(QT) J 

QT 

Note that the set oJt can be regarded as a set of all linear combi
nations of functions v:(x) 8 (t), where S(t) is an arbitrary function 
in C1([0, Tl) that vanishes for t = T and vf, v~, ... is an ortho-

normal basis for the space H1(D) (in the scalar product (j, g)o = 
Hl(D) 

= J VI yrg dx) obtained by orthonormalizing the system v1, z:2 , ••• 

D 

according to the Gram-Schmidt method (see Sec. 2.5, Chap. II). 
Let rt(x, t) be an arbitrary function in C2(QT) satisfying the

condition (39). Since for any t E [0, T) the functions rt(x, t) and 
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lJt(X, t) belong to ifl(D), they can be expanded in Fourier series 
0 

which converge in the metric of H1 (D): 
00 

'l'](x, t) = ~ 'l']k(t) v~(x), 
k=1 

(40) 
00 

'l']t(x, t) = ~ 1]/.(t) v~(x), 
k=1 

where 

'l']k(t) = ~ V'I'](X, t) vu~(x) dx. (41) 
D 

Furthermore, 
00 

~ ('l']:{i) + 'l']/.2(t)) = f (I VT](X, t) lz+ I Y''l']t(x, t) IZ) dx, tE[O, T]. 
h=1 D 

(42) 

Let 'I']N(x, t) denote the partial sum of the series in (40): 
N 

rJN(x, t) = ~ fJk(t) v!(x). (43) 
k=1 

It follows from (41) and (43) that for any N :;:> 1 and all t E (0, TJ 

the function rJt - 'I']Nt E H1 (Dt)· Therefore by Steklov's inequality 
(Sec. 5.6, Chap. III), 

II 'I'Jt- 'l'JNt IIL.(Dt)-< c II 'l']t -rJNt IIHl(Dt)' 

where the constant C > 0 depends only on the region D. Accordingly, 
for any N :;:> 1 and all t E (0, T] 

ll 'l']t- 'I']Nt llL<Dt) +II 'I']- 'I']N ll~l(Dt)-< C2 11 'l']t- 'I']Nt ~~~l(Dt>l 

00 

In view of ,(42), for any tE{O, T], LJ ('l']~(t)+C21]/.2 (t)) t 0 
k=N+1 

as N -+ oo. Hence Levi's theorem (Theorem 3, Sec. 1.6, Chap. II) 
implies, as N -+ oo, that 

T 

II 'I'] -rJN II~(QT) = ) <llrJt -1]Nt lli.<Dt) +II 'I']- 'I']N ll;;l(Dt)) dt -+ 0. I 
0 
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Note that since the generalized solution u of the problem (1)-(4) 
is unique (Theorem 1), it follows from what has been proved that 
not only a subsequence of the sequence Wm, m = 1, 2, ... , but also 
this sequence itself converges weakly in H 1(QT) to u. 

4. Smoothness of Generalized Solutions. Existence of A. E. Solu
tion and Classical Solution. The investigation of smoothness of gen
eralized solutions will be confined to the case of first and second 
mixed problems (in the boundary condition (5) a == 0) for a partic
ular case of Eq. (1), the wave equation (in (1) k = 1, a = 0), 
although, if the coefficients of the equation and the function a are 
sufficiently smooth, the same method can be applied to obtain anal
ogous results in the general case. 

Suppose that u (x, t) is a generalized solution of the first or second 
mixed problem for the wave equation 

Utt-~U=f(x, t), (44) 

U it=O = <p, Ut it=O = \jJ (45) 

and either 
(46) 

in the case of the first mixed problem, or 

(47) 

in the case of the second mixed problem. 
It was shown in earlier subsections that the problems (44)-(46) 

and (44), (45), (47) have (unique) generalized solutions provided 
ljJ E L 2(D), f E L 2(Qr) and the function <p belongs to the space 

ffl (D) in the case of the first mixed problem or to the space H 1(D) 
in the case of the second mixed problem. Furthermore, each of these 
generalized solutions u(x, t) is represented by a convergent series 
in H1(QT)~ 

where 

t 

00 

u(x, t) = ~ U ~~.(t)v~~. (x), 
11.=1 

(48) 

+ Vi .\ f11.(T)sin V-All. (t-T)d't, k=1, 2,.. (49) 
-'All. o 

20-0594 
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(in the case of the second mixed problem 
t 

Ut(t)=cpt+t"¢1+ J (t-T)ft(T)dT 
0 

= lim ( cp1 cos V -"At+ V "'1 sin V -'At 
A-0 -A 

t 

+ V~'A r ft(T)sin v -'A(t-T)dT)). 
!0 

{j)k = (cp, Vn)L2(D)• 'lJln = (ljl, L'n)L,(D)• 

fn(t)= r f(x,t)vn(x)dx, k=1,2, ... , (50) 
Dt 

and v17 v2 , ••• and 'A1 , 'A 2, ••• are sequences of generalized eigen
functions and corresponding eigenvalues of the first, if the problem 
(44)-(46) is considered, or the second, if the problem (44), (45), (47) 
is under consideration, boundary-value problem for the Laplace 
operator in D (recall that in the case of the first boundary-value 
problem An< 0 for all k = 1, 2, ... , and in the case of the second 
boundary-value problem 'A"-< 0 for k = 2, 3, . . . and 'A1 = 0 
while v1 = const = 1/VTDI). 

Assume that the boundary iJD of D belongs to the class cs for 
somes> 1. Then, by Theorem 7, Sec. 2.4, Chap. IV, the eigenfunc
tions vn(x), k = 1, 2, .•. , of the first and second boundary-value 
problems for the Laplace operator belong to the spaces H~ (D) 

and HJ;. (D), respectively, that is, belong to H 8 (D) and on iJD 
satisfy the boundary conditions 

s-1 

V I - - A [-2-]v I - 0 
h. an- · · · -- Ll h. av- • k=1,2, ... , 

in the case of the first boundary-value problem and the boundary 
conditions 

avn j - -~ d1-]-1 I -0 
an av- ... - an Ll Vn av- ' k=1,2, ... , 

for s > 1 in the case of the second boundary-value problem. Recall 
that Hf (D) = H 1(D). 

Assume also that in the case of the first mixed problem (44)-(46) 
cp E H2; (D), "¢ E H'.§/ (D) and f belongs to the subspace ii'j/ (Qr) 
of H 8 - 1 (Qr) which is composed of all functions f E Hs-l (Qr), s > 1. 



such that 

~ s-1 -o 
When s=1, H~ (QT)=H~(QT)=Lz(QT)· 

In the case of the second mixed problem (44), (45), (47) we 
assume that q> E HJ (D), 'ljl E HJ! (D) and f belongs to the sub
space l'rJ! (QT) of the space flH (QT) which is composed of all func
tions f E n•-i (QT), s > 2, such that 

at j _ _ a ['~ 1 ] -1 _ 
-a- - ···--a tJ. flrT- 0. n rT n 

When s = 2, fiJ! (QT) = il~ (QT) = H 1 (QT) and when s = 1 
~s-1 ~ 0 

H .;r (QT) = H .;r (QT) = Lz (QT). 
In this subsection we shall prove that under aforementioned 

assumptions the generalized solutions of the mixed problems belong 
to the space H"(QT) and are classical solutions for sufficiently 
large s. 

Theorem 3. Suppose that for some s > 1 aD E c• and in the case 
of the first mixed problem (44)-(46) q> E H":z; (D), 'ljl E H 8j/ (D), f E 
E ii•i/ (QT), while in the case of the second mixed problem (44), (45), 

(47) cp E n; (D), '¢ E HJr} (D), f E ilJr} (QT). Then the series (48) 
converges to the generalized solution u(x, t) in H 8(Dt) uniformly 
in t E [0, T]. Furthermore, for any p = 1, ... , s the series obtained 
from (48) by p-times termwise differentiation with respect to t con
verges in n•-P(Dt) uniformly in t E [0, T], and for all t E [0, TJ 
the following inequalities hold 

s 00 

~ II ~ ::P W k (t) vk (x)) ~~~s-p<Dt> 
p=O 11=1 

.::;;c <II cp !I~·<D> +II"' 111•-l<D> +II f liHs-l<QT>). (51) 

The assertion of the theorem regarding convergence in n•-P(D 1), 

p = 0, ... , s, which is uniform in t E [0, T], of the series obtained 
from (48) by p-times termwise differentiation with respect to t 

N 

means that for any t E [0, T] the sequence of traces ~ !: x 
k=i 

X (Uk(t) vk(x)) ID1 on D 1 of pth derivatives with respect tot of the 
partial sums of the series (48) (each of these partial sums belongs to 
H 1(QT)) converges in n•-P(D 1) and this convergence is uniform 

20* 
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in t E [0, T], that is, 
N 

sup II L aPP (U11(t) v11(x)) II -. 0 as M, N-. oo. 
O~t~T II=M+i at H 8-P(Dt> 

Then the sequence of partial sums of the series (48) converges also 
in H"(QT) and the estimate (51) implies the inequality 

II u IIH8(Q ) -< C' <II <p "H'(D) +II"' IIHs-l(D) +II I IIHs-l(Q ) ). (52) T . T 

Thus the following assertion holds. 
Corollary 1. For some s >- 1, let aD E c• and in the case of the 

first mixed problem (44)-(46) <p E H~(D), lJl E H~1 (D), f E ii~1(QT) 
and in the case of the second mixed problem (44), (45), (47) <p E H§ (D), 

\j) E Hj}(D}, f E ffSJ·(QT)· Then the generalized solution of each 
of these problems belongs to H 8(QT) and the series (48) converges to it 
in H 8(QT>· Moreover, the inequality (52) holds. 

aPu 
For any p = 0, .•• , s -1 the function -P- has a trace on Dt for at 

every t E [0, T] and the series obtained from (48) by p-times term-

wise differentiation with respect to t converges to aP; I 
at nt 

in H"-P(Dt) uniformly in t E [0, T]. Since also for p = s the 
00 

sequence of partial sums of the series~ :t•• (U11 (t) v11 (x)) lnt com-
11=1 

posed of the traces on Dt of the functions a• (~~vk) belonging 

to H 1(QT) converges in L2(Dt) (uniformly in t E [0, T]), its limit 
for every t E [0, T] can be called the trace on Dt of the sth deri
vative with respect to t of the generalized solution u(x, t). 

Before proving Theorem 3, let us establish the following auxiliary 
result. 

Lemma 2. If f E Hq(QT), q >- 0, and g E L 2(D), then the function 

belongs to Hq(O, T) 
dph (t) 

dtp 

hold. 

h (t) = ~ f (x, t) g (x) dx 
Dt 

and the relations 

\ aPt (x, t) g (x) dx, 
., atP 
Dt 

aPt 
Proof. Since for p = 0, 1, ... , q -P E L 2(QT), by Fubini 's theo

at aPt (x, t) 
rem for almost all t E (0, T) the functions g(x) atP are inte-
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grahle over Dt and the functions 

h<P> (t) = J oPfa~~· t) g (x) dx, p = 0, 1, ... , q, 

Dt 

(hiO>(t) ,= h(t)) are integrable over (0, T). Further, because 

( I oPf (x, t) ( ) d ) 2 ../ I ( oPf (x, t) ) 2 dx ·II g 112 j otP g X X ~ j (}tP L.(D)' 

Dt Dt 

h<P>(t) E L2(0, T), p = 0, ... 'q. 

For any function f)(X, t) E Cq{Qr) 

J (}Pj ~:; t) f)( X, t) dx dt = ( -1)P ) f (x, t) (}P~~=· t) dx dt, 
QT QT 

so for any f)1(t) E (:q ([0, Tl) and f)2(x) E (:q (D) 
T T 

) f)1(t) ( J ~~~ f)2(x) dx) dt = { -1)P J dPdi~(t) ( J f'l'J2(x) dx) dt. 
0 D 0 D 

The set b(i5) is everywhere dense in L 2(D), therefore the last 
equality is also valid for arbitrary '1') 2 E L 2(D), and, in particular, 

for '1') 2 = g. Thus for all f)1(t) E b([O, T]) 
T T 

J fJlh<P>dt = ( -1)P J d:t~l h dt, p=1, ... ,q. 
0 0 

This means that for p=1, o o ., q the function h<P>(t) is the general

ized derivative of pth order of the function h(t), that is, ddPh = . w 
= h<Pl E L2 (0, T). I 

Proof of Theorem 3. It follows from Lemma 2 that the functions 
fk(t) k = 1, 2, ... , defined by (50) belong to the space n•-1 (0, T), 
and therefore (see Theorem 3, Sec. 6.2, Chap. III) to the space 
c•-2([0, T]) for s > 2. Consequently, the functions Uk, k = 1, 2, ... , 
defined by formula (49) and satisfying on (0, T) the equations 
U/.- 'A~tU~t = fk belong to the space n•+1(0, T), thereby also to 
cs ([0, T]). 

Then, by the properties of eigenfunctions vk(x), the partial sums 
N 

S N(x, t) = ~ U ~t(t) vk(x) of the series (48) belong to the space 
k=1 

H 8 (Qr) and for all t E [0, T] to the space H~(Dt) in the case of 

problem (44)-(46) (or to the space H§ (Dt) in the case of problem (44), 
(45), (47)). 
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Further, for p = 1, ... , s the function a;~N belongs to the 

space H•-P+l (Qr) and for all t E [0, T] to the space H~ (D,) (Hy (Dt)). 
Therefore, in view of Lemma 3, Sec. 2.5, Chap. IV, and orthogonali
ty of eigenfunctions vk(x) in L 2(D) and H 1(D), we have for all 
t E [0, T], arbitrary p = 0, ... , sand any M and N, 1 ~ M < N, 
the inequalities 

N s-p 
= ci II ~ P·k ,-2- dP~t~ (t) Vk (x) 1/~.(D) 

k=M+i t 
N 

=Ct ~ I '-~t 1"-P ( a;t~k )2 
h=M+i 

if s- p is even and 

=C; II 
k=M+1 

N s-P-1 
~ I ~. .. ,-2- dP~t~ (t) ( ) 112 LJ ,. Vk X Hl(Dt) 

N 

~Ci ~ IJ.kls-p( dPd~:(t) )2 
h=M+i 

if s - p is odd. That is, for all t E [0, T], arbitrary p = 0, 
and arbitrary M and N, 1 ~ M < N 

... , 

(53) 

Similarly, for all t E [0, T], arbitrary p = 0, ... , s and any 
N>1 
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in the case of the ftrst mixed problem (1..1 =I= 0) and 

II f)PSN 112 = ,., f)P (U1v1) + oP (SN-8 1) 112 
f)tP Hs-p(Dt) f)tP f)tP Hs-p(Dt) 

~ 2 (dPU1 )211 1 112 +2 11fJP(SN-S1)112 
"""= ~ VI D I Hs-p(D)t f)tP Hs-p(Dt> 

N 

<.C2 ( ( a;~l }2 + L IA.k ls-p ( d:t~h }2} 
k=2 

in the case of the second mixed problem (1..1 = 0). Thus for all 
tE[O, 1'], p=O, ... ,s, N~1 

N 

II fJPSN 112 -<,C3 ( ( dPU1 )2 + "" I Ak ls-p ( dPUk )2). 
i}tP Hs-p(D ) dtP ,{..J dtP 

t k=1 

Summing these inequalities over p from zero to s, we obtain 
s s N 

~ II dPSN 112 <.C3 ~ [( dPU1 }2 + ~ I Ak ls-p ( dPUk }2]. (54) 
fJtP H'-P(D ) f)tP dtP 

;p=O t p=O 1!=1 

We now apply the following lemma which will be proved later. 
Lemma 3. If for some s~1 aD E C" and q> E H":!J (D),'¢ E H"i/ (D), 

f E ii~ 1 (QT) in the case of the first mixed problem (44)-(46) or q> E 
E Hf (D), '¢ E H"J/. (D), f E ii"Jj} (QT) in the case of the second mixed 

00 

problem (44), (45), (47), then for any p<.s the series L, (dP~:?) } 2 x 
1!=1 

X I Ak 1"-P converges uniformly in t E [0, T] and 
00 

L, ( a;~ k ) 
2 

11-k ls-p <-c (/I q> II~·(D) +II '¢ 111•-1(D) + II f 111s-l(QT))' (55) 
1!=1 

where the constant C > 0 depends only on QT. 
In view of this lemma, the inequalities (53) imply that for 

every p = 0, 1, ... , s the sequence a:~: /vt converges in H"-P (D1) 

uniformly with respect to t E [0, T], and the inequality (54) to

gether with the obvious estimate ( a;~1 ) 2 <- const <II q> lll.<D>+ 
+II 'I' lli.<D> +II f 111•-l<QT>) implies inequality (51). I 

When s = 2, it follows from Corollary 1 that the generalized 
solution of each of the mixed problems under consideration belongs 
to H 2(QT), and is consequently an a.e. solution. 
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Note that in the hypothesis of Theorem 3 the following condi
tions, apart from the condition on smoothness of given functions, 
are assumed satisfied: 

s-1 s 

~Picm= · · · =8[-2-]flllan=O, 'i'lan= · · · =8[2-]- 1'i'lan=0 (56) 

and 

flrT= ... =A[T]- 1flrT=0 

in the case of the first mixed problem, and 

arp I _ __ a [ ~ ] - 1 
an an-··· -a,; 8 flllan=O, 

a"· I a r·-:-3] ---a;- an= · · · ='{iii 8 2 'I' I an= 0 
and 

(57) 

(58) 

(59) 

in the case of the second mixed problem. Note that for the validity 
of Theorem 3 some conditions of this kind are necessary. 

Indeed, in the case of the first mixed problem, for example, 
with s~2 the fact that cp(x) = u(x, t) lt=O is represented by a con-
vergent series (48) in H 3(D0) and 'IJ(x) = au~, t) I (u is an a.e. 

t t=O 
00 

solution) by a convergent series " au~ (t) I vk(x) in u•-1(D0) 
LJ t t=O 
11=1 

implies that conditions (56) hold. Since the series (48) converges 
to a.e. solution u(x, t) in H 8(QT), and thus the series 

00 00 

" d2U (t) LJ U k(t) 8v11(x) and ~ d~2 v11 (x) to 8u and Utt• respectively, 
11=1 11=1 
in H 8- 2(QT), it follOWS that for S~3 f=Utt-8U satisfies the 
conditions 

s-3 

flrT= · · · =8[-2-)flrT=O. 

When s is even, Theorem 3 additionally assumes the condition 

8 [ ~] - 1 f lr = 0. This condition is in fact unnecessary. It will be 
T 

demonstrated for s = 2. 
Corollary 2. Let aD E C2 and f E H 1(QT), and let cp E H~(D), 

'I' E H~(D) in the case of problem (44)-(46) or cp E H$(D), 'I' E 
EHJ.(D) in the case of problem (44), (45), (47). Then for p = 0, 1, 2 
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the series obtained from (48) by p-times termwise differentiation with 
respect to t converges in H 2-P(Dt) uniformly with respect to t E [0, Tl 
and the sum u(x, t) of the series (48) is an a.e. solution of the problem 
(44)-(46) or the problem (44), (45), (47), respectively. Moreover, for all 
t E [0, T] inequalities (51) hold for s = 2. 

Proof. In view of Theorem 3, it is enough to establish this asser
tion for homogeneous initial conditions: cp = 0, ljJ = 0. 

Since for k > 1 

1 -.r-
= Tiki (f"(t)- f"(O) cos v -A." t) 

t -I:" I J fi.('r) cos V-A." (t--c) d-r:. 

" t 

u;.(t) = \ f"(1:) cos V-A." (t- -c) d1: 
0 

we have 

fi.(T) sin V-A." (t--r:) d-c, 

t 

=f"(O)cosV -J..kt+ J fi.(T)cos V -J..k(t--r:)dT, 
0 

T 

A.: u: (t) ~const (f:(t) + t:(O) + T J (fi.(T))Z d1:), 
0 

T 

I A." I (Ui.(t))2 ~const u: (0) + T \ (fi.(T))2 d1:), 
"' 0 

T 

(U;(t))2 ~const (/~ (0) + T J (fi.(T))2 d1:). 
0 

Since Lemma 2 together with the fact that f belongs to H 1(QT) 
oo T oo 

implies that the series ~ J (fi.(T))2 d-r: and ~ t:(t) converge uni-
"=1 0 1!=1 

formly in t E [0, T], the desired assertion follows from inequalities 
(53) and (54). I 
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Note that if f = 0 the relation 

00 

1!=1 

+ ('¢11 sin Vi A11 It+ cp11 Vi A11 I cos Vi A11 I t)2] 
00 

= ~ ('¢~+I Ak I cp~) = II'¢ II~(D) +Ill Vcp li\L2(D) 
k=1 

implies that for all t E [0, T] the solutions satisfy the identity 

J ( (au~~· t) ) 2 +IVu(x, t)l2 } dx= J ('¢2 +IV1PI2)dx, 
Dt D 

which is referred to as "the law of conservation of energy". 

Theorem 4. Let oDEC[;]+3• Let 1PEHQl+\D),'IJJEHY]+2(D), 
[ n] n] -2+2 [-+3 

fEH::t) (Qr) in the case of problem (44)-(46) and IPEH.} (D), 

[~]+2 -[~]+2 
'¢ E H.} (D), f E H.} (Qr) in the case of problem (44), (45), 

(47). Then the series (48) converges in C2{Qr) and its sum u(x, t) 
is a classical solution of the corresponding problem. Solution u 
satisfies the inequalities 

liulicP(Q"rl~C (II1PIIH[;]+P+1 +li'¢1/H[;]+v<Dl 

+llfil [~]+v )' p=O, 1, 2. (60) 
H 2 (QT) 

[~]+3 
Proof. Since aD E C 2 , the generalized eigenfunctions v1 (x), 

v2(x), ... of the first and second boundary-value problems for the 
[~]+3 

Laplace operator in D belong to the space H 2 (D) and hence, 
by Theorem 3, Sec. 6.2, Chap. III, to C2 (D). Therefore the partial 
sums S N (x, t), N = 1, 2, ... , of the series (48) belong to C2(Qr)· 
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According to Theorem 3, Sec. 6.2, Chap. III, and inequality (53), 
for all t E [0, T] and 1 ~ M < N we have 

11 s N- s M 11~2(Dt> +II :t (S N- s M) ll:l(Dl) +II :t: (S N -S M) ll:<Dt) 

~c (IISN-SMW [..!:]+ 3 +II :t (SN-SM) W [2':.]+ 2 
H 2 (Dt) H 2 (Dt) 

+II :t22 (SN-SM) lr [2':.]+1 ) 
H 2 (Dt) 

2 N n 
"" [ 2]+3-P( dPUk )2 ~ c 4 ~ LJ I A" I (jjil ' 

P=O ll=M+1 
and, hence, 

2 N 

II SN-SM IJ~2<Q >~C~o max ~ ~ 1 A." 1[~ ]+3-P( a:~" )2
• 

T O~t~T p=O k=M+1 

( dPU '2 (21:.)+3-P 
By Lemma 3, series with general terms dtP" ) I 'A" I 2 , 

p = 0, 1, 2, converge uniformly on [0, T], therefore series (48) 
converges in C2(Qr)· Hence u E C2(Qr). Since, by Theorem 3, 
Sec. 6.2, Chap. III, for p = 0, 1, 2 

p p 

II u llcP~ =max ~ /1 ~~~ ~C max ~ II aqu II , 
(QT) O~t~T -=O atq cP-q(Dt) O~t~T ;:O . atq ~+1+P-q 

q H 2 (Dl) 

inequalities (60) are a consequence of inequalities (51) with s = 

= [ -i-]+ 1 + P· I 
Proof of Lemma 3. The proof is conveniently carried out in two 

stages: first it will be established for f = 0 and then for cp = 'I' = 0. 
Let f = 0. It follows from (49) that for all t E [0, T] and k = 

= 1, 2, ... in the case of first mixed problem and k = 2, 3, 
in the case of second mixed problem 

JU"(t)J~Icp~<I+J~:"II, 
and in the case of second mixed problem 

I U 1 ( t) I ~ I cp1 I + T I '1'1 I· 
Furthermore, for all t E [0, T] and any p = 1, 2, 

I d:~k l~lcpkii'Aklp' 2 +l'hi1A.kl(p-1)/Z, k=1, 2, ... , 
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(if A-1 = 0, then (A-1}0 = 1). Consequently, for all t E [0, T] with 
any k > 1 and p, 0 ~ p ~ s, 

( d=~k rl Alt ls-p ~2 ( (jl: I A~t 18 +"":I Ak IS-f). 

Therefore the assertion of Lemma 3 (for f = 0) follows from the 
00 00 

convergence of the number series ~ (jl: I A~t Is and ~ '¢:I A~tls-t and 
k=1 k=t 

the inequalities 
00 00 

~ (jl~ I A~t Is~ C II (jl ~~~ 8(D)' 
k=i 

~ '¢~ I Ak jB-1 ~ C II '¢ llHa-l(D) • 
1!=1 

where the constant C > 0 does not depend on qJ or 'ljl (Theorem 8, 
Sec. 2.5, Chap. IV). 

In order to establish Lemma 3 for qJ = 'ljl = 0, we require some 
auxiliary results. 

Lemma 4. Let aD E C2 • Then 
(1) if the function f(x, t) belongs to ilj;(QT), q-:;p2, then for 

1 f)Pj b l H-q-p Q any p, p= .•. , q, iJtP e ongs to 25 ( r); 

(2) if the function f(x, t) belongs to fi~(QT), q~2, then for 

1 f)Pj b l H-q-p(Q any p, p = , ... , q, iJtP e ongs to .JV' T)· 

Proof. In order to prove the first assertion of this lemma, it suf
fices, obviously, to establish that if G E H2(QT) and GirT = 0, 
then Gtlrr = 0. 

For the proof of the second assertion, it is enough to show that 

if G E H3(QT) and aaG I = 0, then _aa Gt r = 0. 
n rT n rT 

Let us prove the first assertion. Since Glrr = 0, we have for any i, 
1 ~ i ~ n, 

i Gx.tfJdxdt=- i Gx.fJtdxdt= (" GfJx.tdxdt=- i Gt'l'Jx.dxdt, J' J l J l J' 
QT QT QT QT 

where 'l'}~is any function belonging to C2(QT) and satisfying the con
ditions fJ lno = fJ lnr = 0. On the other hand, for any i, 1 ~ i ~ n, 

J Gxit'l'}dxdt= J Gt'l'JnidSdt-) Gt'l'Jxidxdt, 
QT rT QT 

where n1 is cosine of the angle between the (outward) normal to r r 
and the Oxi-axis. 
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Thus for any function 1'] E C2(fT) such that 1llav. = 11lavT = 0, 
we have 

~ Gt'l']n;dSdt=O, 
rT 

i=i, ... ,n. (61) 

We cover the closed surface r T by a finite number of ((n + i)-di
mensional open) balls V 1, . • • , V m such that for each j = 1, . . . , m 
it is possible tO find a number i = i (j), 1 ~ i ~ n, SO that On f T}• 

where r Ti = r T n vh the function I n;(j) (x) I > 0. Take any 
j, 1 ~ j ~ m, and any function 'I'](X, t) E C2(f T 1), which is extend
ed beyond rTJ (on fT) by zero. By (61), 

~ Gt n;<J> (x) 1'] (xt t) dS dt = 0. 
rTJ 

Since the set of functions n;u> (x) 11 (x, t) for any 11 (x, t) E C2 (f T 1) 
is everywhere dense in L 2(f T 1), Gtlr T 1 = 0. Accordingly, Gt lr T = 
= 0. This proves the first assertion. 

The proof of second assertion is exactly the same. Indeed, since 
<JG I -an r = 0. for any 1'] E C2(QT), 1'] lv. = 1'] lvT = 0, we have 

T 

) ~ G t •'I'] dx dt = - ) ~G •'l']t dx dt 
qT QT 

= f VG·VYJtdxdt=- ~ VGt•VYJdxdt. 
QT QT 

On the other hand, 

~ ~Gt"YJdxdt= ~ ~:t •YJdSdt- \ VGt·V'I']dxdt, 
QT rT JT 

from which 

~ a~ Gt·'l']dS dt=O 
rT 

for any YJ E C2(f T)· Hence 0
0Gt j = 0. I 

n rT 

Lemma 5. If aD E C2 and the function f(x, t) belongs either to the 
space fr~ (QT) or to iijy.(QT) for q > 2, then for any t E [0, T] and 

iJPf 
p = 1, ... , q - 1 the trace of the function iJtP on Dt belongs to 

H':ijp-i (Dt) or to lflJI- 1(Dt), respectively. 
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Proof. In view of Lemma 4, for the proof of Lemma 5 it is enough 
to establish the following assertion. If the function G(x, t) E H 2(Qr), 
then for any toE [0, T] Gln1 E H 1(Dt); if G E H 2(Qr) and GirT = 0, 

then GlnT E H 1(D 1) for any t E [0, T]. 
According to the theorem on traces (Theorem 1, Sec. 5.1, Chap. III), 

G ln1 E L 2 (Dt) and Gx; ln1 E L 2(Dt), i = 1, ... , n, for any t E 
E [0, T]. Take any function rh(t) in C1([0, TJ) and any 112(x) in 

C1(D). By Ostrogradskii's formula, 

~ Gx1 T]t TJ2 dx dt = - ) G 1]1 T]2x; dx dt (62) 
QT QT 

for any i = 1, .... n, that is, 

T 

J T]t (t) [ J (Gx; T]z + G T]2x) dx J dt = 0. 
0 D 1 

Since the set C1([0, T]) is everywhere dense in L 2(0, T) and by 

Lemma 2 the function J (Gx; 1] 2 + GT]2xi) dx belongs to the space 
Dt 

H 1(0, T) and is thereby continuous on [0, T], 

J Gxi '1']2 dx = - J G '1']2xi dx (63) 
Dt Dt 

for any function 112(x) E b(D) and all t E [0, T]. 
Consequently, for any t E [0, T] G ln1 E H 1 (Dt) and its·general

ized derivative with respect to xi is the trace on D 1 of the function 
Gx. (x, t), i = 1, .. :, n. 

l 

Suppose now G E H2(Qr) and GirT = 0. Then relations (62) 

hold also for any function '1'] 2 (x) belonging to C1 (D). Therefore 
identities (63) also hold for any T] 2(x) E C1(D) for all t E [0, T]. 

By what has been proved, for any t E [0, T] Gln1 E H 1(Dt), 

therefore '1'] 2(x) E C1(D), apart from satisfying the identities (63), 
also satisfies the identity 

J Gxi '1']2 dx = J G 'l'J2 ni dS- J G '1')2x; dx. 
Dt BD1 Dt 

Thus for any '1'] 2(x) E C1(D) 

.\ G '1']2 n i dS = 0, 
ant 

i= 1, ... , n. 
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From these identities it follows (compare the proof of Lemma 4) 
that the trace of function G(x, t) lv1 on the boundary fJDt of D 1 

is zero. I 
Remark. The proof of Lemma 5 readily implies the following result. 

If fJD E C2 and f(x, t) E Hq(QT), then flv1 E Hq-1(Dt) for any 
t E [0, TJ. 

Lemma 6. Let vH v2, •.• be an orthonormal basis for the space 
L 2(D). Then for any function G(x, t) E L 2(QT) 

oo T 

~ J ( J G (x, t) vk (x) dx r dt =II G 11~2(QT) 0 

1<=1 0 Dt 

Proof. Since for almost all t E (0, T) the function G (x, t) E L 2 (D 1), 

00 

~ ( J G(x, t) vk(x) dx)2 =II G(x, t) II~2<Dt> 
1<=1 D 1 

for these values of t. The desired result follows from integrating the 
last relation over (0, T) and then applying Levi's theorem. I 

Proof of Lemma 3 when cp = ~' = 0. By (49) and (50), we have 

Uk(t)= v1 jf(x,-c)vk(x)sinVIJ.kl(t--c)d-c, k=1, 2, ... 
I f...k I Qt (49') 

(for the second mixed problem U1(t) = ,r 1 J (t --c) f(x, -c) X 
" I D I Qt 

X dx d-e). 
We first consider the case p = 0. Since the functions f and vk be-

long to the space H"i/(QT) (or to il":).(QT)) and Ll~vk = A~vk 
for any f..l. = 1, ..• , [s/2], we have for all t E [0, T] and for even 
s-1 

s-1 s-1 

I Ak 1"12 U k(t) = ( -1) 2 \ f(x, -c) Ll-2 vk(x) sin VI 'J.k I (t--c) dx d-e 
Qt 

s-1 s-1 

=(-1)-2 J Ll2 f(x, -c)·vk(x)sinVIJ.kl(t--c)dxd-c=ak (t), 

Qt 
where 

t t s-1 

a~(t)<:J sin2 VlJ.kl(t-•)d-c· J d-c(j Ll-2- f(x, -c)·vk(x)dx ) 2 

0 0 DT 

T s-1 

<:T J (J Ll2 f(x, t)·vk(x)dx ) 2 dt. 
0 Dt 
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s-1 

Since t.. 2 f E L 2(QT), by Lemma 6 the number series 

oo T s-1 ] f ( J t..-2 f (x, t) Vk (x) dx) 2 dt converges and 
J!=1 0 Dt 

oo T s-1 

~ J () t.. 2 f(x, t) Vk(x) dx ) 2 dt 
k=1 o De 

s-1 

= J ( t..-2 f) 2 dx dt <: C' II f /l~s-l(QT) . 
QT 

00 

Accordingly, the series L] Ci~(t) converges uniformly on [0, T] and 

When s-1 is odd, 

J Ak ls/2 U k(t) 

k=i 

s-2 s-2 

=(-1)2 p.kj 112 J t..2 f(x, -c)vk(x) sin Vlt..kj(t--c) dxd-c 
Qt 

s- 2 s- 2 

--rr2 v-= ( -1) J t.. f(x, -c) vk (x)d (cos I f..k I (t- -c)) dx 
Qt 

s-2 s-2 

= ( -1) 2 { J t..2 f(x, t) vk(x) dx 
Dt 

s-2 

-cosVf4lt J t..2 f(x, 0) vk(x)dx 
Do 

t a-2 

- ~ cos Vf4l (t--c) [ J t..2 t~(x, -c) vk(x) dx J d-e} 
0 D~ 
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where 
s-2 

I ~~i) (t) 12 = IJ A2 f(x, t) vk(x) dx 12 1 

Dt 
s-2 

I ~~2> (t) /2-< I ) A-2 f(x, 0) vk(x) dx J2 , 

Do 

Ti s-2 

I ~L3 > (t) 12-<T "j () A2 ft(x, t) vk(x) dx) 2 dt. 
0 Dt 

s-2 s-2 

The function A 2 f E Hi (Qr), so for all t E {0, T] A 2 f(x, t) E 
E L 2(Dt) and 

s- 2 s- 2 

II A 2 /(x, t) /IL<Dt>-< const II A-2 f(x, t) llh•<Qr>-<const II /11~•-•<Qr>· 

Consequently, the series ~ I ~<2>(t) 12 converges uniformly 
1<=1 

[0, T] and 

Since for any function G (x, t) E Hi (Qr) the integral 

converges absolutely as 

I t~ - t" I -+ o, t' E [0, Tl, t" E [0, T], 

s-2 

on 

the function II A2 / IIL~<Dt> is continuous on [0, T]. Therefore for 
all t E [0, T] 

oo s-2 s-2 

~ () A 2 f(x, t) v,.(x) dx ) 2 =II A 2 f IIL<Dtl<C II f ll~s-l<Qrl, 
1<=1 Dt 

and, by Dini's theorem, the series on the left side of this relation 
(in view of Lemma 2, th,e terms of this series are continuous on 
[0, T)) converges uniformly on [0, T]. This means that the series 
21-0594 
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~ I ~<1 > (t) J2 converges uniformly on [0, T] and 
k=1 

~ I ~<t> <t> /2 -<. c<1> II 1 11!•-l<Q >· 
h=1 T 

s-2 

Further, the function 112 It E L2(QT), therefore, by Lemma 6. 
oo T s-2 s-2 

~ J ( J 112 1t(X, t) Vk(x) dx r dt =II A2 fti!L.<QT>-<C II f ll~s-l(QT). 
h=1 0 Dt 

Accordingly, the series ~ I ~<3 >(t) 12 converges uniformly on the 
h=i 

segment [0, T] and 

Thus the series ~ ~; (t) converges uniformly on [0, T] and its 
h=i 

sum 
00 

~ ~~(t) -<. C II f ll!s-l(Q )" 
h=1 T 

This establishes Lemma 3 for p = 0. 
When p = 1, the proof is analogous. According to (49'), (50)~ 

for even s- 1 
s-1 s-t s-1 

I A~t J-2 d~k = ( -1)2 J I (x, •) ~ 2 vk(x) cos V1T,;l (t- •) dx d't 
Qt 

s-1 s-1 

= ( -1)-2 J 112 l(x, •) ·Vk (x)cos ~ (t-•) dxd•= j3h(t). 
Qt 

Since 
T s-1 

~~(t)-<. T J dt ( J 112 l(x, t) V~t(x) dx) 2 , 

0 D 1 

<X> <X> 

the series ~ 'j3~(t), like the series ~ a~ (t), converges uniformly 
h=1 h=1 

on [0, T] and 
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When s-1 is odd, 
s-1 

lA ITdUk 
k dt 

s-:: 1 •-2 

= ( -1)2 1 A.k f2 J ll 2 1 (x, 1:) vk (x) cos VI Ak l(t-'t) dx d1: 
Qt 

s-2 s-2 

=(-1)2 (sin"VfiJt· ~ ll2 f(x, O)vk(x)dx 
Do 

s-2 

+) ll2 /.,;(x, 1:) vk(x) sin VI A.k I (t-1:) dx d't) 
Qt 
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= WL2>ct> + ~k3>ct> = ~~ ct>. 
Since 

s-2 

I ~i2>(t) 12-< ( J ll2 f(x, 0) vk(x) dx ) 2 , 

Do 

T s-2 

l~k3>(t)l2-< T) {) ll2 f"(x, 1:) vk(x)dx ) 2 d't, 
0 D.,; 

® - 00 -

the series ~ (fli">(t))2 (like the series ~ (ak8>(t))2), s = 2, 3, and 
k=1 k=1 

00 -

thus also the series ~ f.i~ (t) converge uniformly on (0, T] and 
1.=1 

This completes the proof of Lemma 3 for p = 1. 
Suppose now that p )::. 2. Since the function U k(t) satisfies the 

differential equation U'k - A.kUk = fk, for even p, 2 ~ p ~ s, 
we have 

p p-2 p-~ 

dPUk 2U -2- ~ d2fk dP-2fk 
dtP = Ak k + Ak lt + Ak dt2 + ... + dtP-'1. l 

and for odd p, 2 < p-<s, 
p-1 p-3 

dPUk -2- dUk -2- dfk dP-'fk 
dtP =Ak (it+f..k (it+ • •" + dtP-2 • 

2t• 
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Therefore Lemma 3 will have been proved for any p<,_s if we 
00 

8how that for any q, O<,_q<,_s-2, the series ~ ?..~- 2 -q (~~11 f 
k=i 

converges uniformly on [0, T] and the inequality 

holds, where the constant C > 0 depends only on Q T• 

When s - q is even, by Lemmas 2 and 5 we have 
s-q-2 s-q-2 

I ~ ~-2- dqfk = I ~ 1-2- J i}qf (x, t) ( ) d 
"'k dt! "'k i}tq Vk X X 

Dt 

s-q-2 s-q-2 

= ( -1)-2 - J ~-2 - aqt ~;~ t) vk (x) dx = Yk(t) 

De 

s-q-2 
-- a•t 

for all t E [0, T]. Since ~ 2 atq E H 1(QT), we find that for any 
s-q- 2 s-q- 2 

0 T A-2- mt D . II -2- a•t (x, t) 112 
t E [ , ], u atq E L2( t) and the functiOn ~ atq L.<Dt> 

00 

is continuous on [0, T]. Hence the series ~ y~ (t) converges uni-
k=i 

formly on [0, T] and 
oo s-q-2 

~ ~~ (t) -~II ~-2- aqta~~· t) ~~~. <Dtl <,. C II f 11!•-J <QT) • 

k=1 

Let s-q be odd. Then for all t E[O, T] 
s-q-2 

I I. 1-2- mtk 
k atq 

s-q-3 1 s-q-3 

=(-1)_2_11.~<(2 J ~-2-iiJqf~~· t) vk(x)dx=~yk(t). 
Dt 

s-q- 3 s-q- 3 

S -2- aqt ~2 ~2 -2-aqt 
ince ~ atq EHf!J(QT) (or H.;r(QT)), by LemmaS~ dtqE 

" Ell1(Dt) (or JJ1 (Dt)) for any t E [0, T] and, moreover, the function 
·-q-3 

u is continuous on [ , T]. ince or any t E [ , T] rl A-£. i}qj 11:2 0 S f 0 
i}tq H•(Dt)-

·l' 
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oo o-q-3 oo 

2} y~(t) (I AJt I+ 1) = // A-2- :~ /J:,<Dt>' the series S y~ (t) (II.AI+1) 
k=1 k=1 

00 -

and, more so, the series ~ y~ (t) I'·A I converge uniformly on 
.1<=1 

[0, T] and 
oo s-q-3 

2} Y~ (t) I AJt I< II A-2- ::~ JJ:,(D ) < C II f ll!s-l(QT). I 
~1 t 

As already noted, if the given functions do not satisfy conditions 
of the type (56) and (57) for the first mixed problem or (58) and (59) 
for the second mixed problem, then Theorems 3 and 4 are not valid. 
Nevertheless, if we wish to establish only the smoothness of gen
eralized solutions and not the convergence of Fourier series in the 
corresponding space, the conditions (56), (57) and conditions (58). 
(59), respectively, can be very much relaxed. Let us consider, for 
example, the first mixed problem. 

Theorem 3'. Let oD E C', <p E H'(D), lJl E H•-1(D), f E H•-1(QT), 
for s > 1 and let the following compatibility conditions be fulfilleda 

[s-3] 
[•-1] -2 [•-3] . . 

[ 2 2 -t 82tf I 
<p j,w = ... = A <p + ~ A at2i J <IDe~= 0 

i=O 

(64) 

and for s~2 

[.!... ]-2 

[ [t]-1 2 [; ]-2-i 02i+lf J I 
1p lov = ... = A 1p + ~ A 8t2i+l aDo= 0 (65) 

i=O 

8 

(it is assumed that for s < 0 ~ a1 = 0). Then the generalized solu-
i=O 

tion of the first mixed problem (44)-(46) belongs to H'(QT)· 
The compatibility conditions (64) and (65) in Theorem 3' have 

the form 
<Jllav = 0 

when s = 1, 
<Jllon = lJllaD = 0 

when s = 2 and 

<p laD = lJllov = 0, (A<p + f) lew. = 0 

when s = 3. Since f E n·- 1 (QT), its trace fino belongs to H'- 2(Do) 
by Remark to Lemma 5. Consequently, with s~3 for any 
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[ s-3] . [s~3)-i iJ2if I 
i = 0, ... , - 2- there exists the trace 1!!. iJt2i avo or for 

[ J [ !.._ 1 - 2- i iJ2i+l, I 
any i=O, •• . , ; -2 with s~4 the trace 1!!. 2 at2i+1 aDo 

belonging to £ 2 (8D0). 

Proof. When s = 1, the conclusion of the theorem is evident. 
When s = 2, it follows from Corollary 2 to Theorem 3. Let us prove 
the theorem for s = 3; for s > 3 the proof is analogous. 

Together with problem (44)-(46), we consider the problem 

Vtt- flv =Ito 
V lt=O ='ljJ, 

Vt lt=O = flcp + f lvo 

(66) 

(67) 

(68) 

The existence of generalized solution v(x, t) of the problem (66)-(68) 
is guaranteed by the hypotheses of the theorem. By Corollary 2 to 
Theorem 3, the function v(x, t) belongs to lP(QT) and is an a.e. 
solution of the problem (66)-(68). We shall show that v = Ut. 

Evidently, the function 
t 

w(x, t) = q>(x) + \ v(x, 1:) d"C 
'o 

belongs to H 2(QT), and 
t 

Vw = Vq> + J Vv(x, 1:) d1:, 
0 

Wt~= V. 

Since v is a generalized solution of the problem (66)-(68), the func.. 
tion w satisfies the integral identity 

J (Vwt V'YJ- Wtt'YJt) dx dt = ~ (f + flcp) 'Y) dx + J f t'Yl dx dt (69) 
QT Do QT 

for all 'Y) E H 1(QT) such that 

'YJ/vT=O, 

Let 'Y) E C2(QT) and satisfy the conditions 

(70) 

(71) 
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Then 

J ('\7Wt'\71J- Wtt1Jt) dx dt 
QT 

= - J ( '\i'W'\71Jt- Wt1Jtt) dx dt- J ('\i'q>'\71]- '1Jl1Jt) dx 
QT Do 
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= - J ('VW'\71Jt- Wl1Jtt) dx dt + J (~q> ·1] + '1Jl1Jt) dx 
QT Do 

and 

.\ ft1J dx dt =- J f1Jt dx dt- J f1Jdx. 
QT QT Do 

Substituting these inequalities in (69), we obtain 

J (Vw'V1Jt- Wt1Jtt) dx dt = .\· '¢1Jt dx + J !1Jt dx dt. 
QT Do QT 

Since, for any function ~(x, t) belonging to C2(QT) and satisfying 
conditions (70), we can find a function TJ(x, t) in C2(QT) which 

T 

satisfies conditions (71), such that ~ = 'I'Jt ( TJ(x, t) =-J ~(x, ,;) d,;) , 
t 

the function w satisfies the integral identity 

J (VwV~- Wt~t) dx dt = J '¢~ dx + J f~ dx dt 
QT Do QT 

for all ~(x, t) belonging to C2(QT) and satisfying conditions (70), 
and, consequently, also for all ~E IP(QT) satisfying conditions (70). 
Since the generalized solution of the problem (44)-(46) is unique, 
w = u and hence v = Ut. 

Thus u E JI2(QT) and Ut E JI2(QT)· Since u is an a.e. solution 
of the problem (44)-(46), ·for almost all t E [0, T], the function 
u(x, t) is an a.e. solution of the first boundary-value problem for 
Poisson's equation 

~u = /1t 
u iaD1 =0, 

where / 1 = (f + Utt) I Dt• By Corollary 2 to Theorem 3, Utt I Dt = 
= Vt I D 1 E lfl(Dt); so / 1 E H 1(D 1) and according to Theorem 4, 
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Sec. 2.3, Chap. IV, u E /P(Dt) for almost all t E [0, T] and 

II u IIH•<Dt>-< const II f 1 IIH•<Dt>-< const Ill f IIH•<Dtl +II Utt liH•(D1J] 

-< const [II f IIH•(QT) +II'¢ IIH•(D) +II ~<p + f IIH•(Dol +II f t IIH•(QT>l 

-< const l11 f IIH•(QT) +II '¢ 1/H•<D> +II <p IIH•<DJl· 

§ 3. GENERALIZED SOLUTION OF THE CAUCHY 
PROBLEM 

In the strip liT = {x ERn, 0 < t < T} with certain T > 0, 
we examine the hyperbolic equation 

Utt - div (k(x) V'u) + a(x) u = f, (1) 

where k(x) E C1(Rn), a(x) E C(Rn), in£ k(x) = k 0 > 0, 
xERn 

sup k(x) = k1 < =; it is also assumed that a(x) >- 0. 
xERro 

A function u(x, t) E C2(1IT) n C1(11T u {t = 0}) is called the 
classical solution of the Cauchy problem for Eq. (1) in the strip liT 
if in liT it satisfies Eq. (1) and for t = 0 the initial conditions 

u lt=O = <p (x), (2) 

Ut lt=O = 'tJl (x). (3) 

For any R > 0, let QT. R denote the cylinder {I x I< R, 0 < t < T}, 
ST. R its lateral surface {I x I = R, 0 < t < T}, D-r, R• q; E [0, T), 
the set {I x I< R, t = ,;}; in particular, D 0 , R and DT. R denote 
the base and top, respectively, of the cylinder QT. R· 

Suppose that u (x·, t) is the classical solution of the Cauchy prob
lem (1)-(3) in the strip ITT+O with certain 6 > 0, where the function 
f(x, t) belongs to the space L 2(QT. R) for any R > 0. Multiplying 
(1) by an arbitrary function v(x, t), such that 

i v(x, t) E H 1( Qr, R:}, v(x, t) = 0 in ITT"'-. Qr,iRo• 

v lvT,IRo = 0, v lsr. Ro = (, 
(4) 

with some R 0 = R 0 (v) > 0, and integrating the resulting identity 
over the strip liT, we obtain by means of Ostrogradskii's formula 

J ( kV'uV'v + auv- UtVt),dx dt = J fv dx dt + J '¢(x) v(x, 0) dx (5) 
TIT ~T Rn 

(in this identity the actual integration is taken over not the whole 
strip liT and the plane {x E R 1u t = 0} but only over the cylinder 
Qr, Ro and its base Do, Ro• respectively). 
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Let f(x, t) E L 2(QT. R) and '¢(x) E L2(1 x I< R) for any R > 0. 
We introduce the following definition. 

A function u is called the generalized solution of the Cauchy prob
lem (1)-(3) in the strip ITT if it belongs to /P(QT, R) for all R > 0, 
satisfies the integral identity (5) for all v which obey condition (4) 
for some R 0 = R 0(v) > 0 and satisfies the initial condition (2} 
(that is, u(x, t) In R = cp(x) for any R > 0). o. 

Apart from the notions of classical and generalized solutions 
of the Cauchy problem (1)-(3), we can also define an a.e. solution of 
this problem. 

A function u is said to be an a.e. solution in ITT of the Cauchy 
problem (1)-(3) if it belongs to /P(QT. R) for all R > 0, satisfies 
Eq. (1) for almost all (x, t) E ITT together with the initial condi
tions (2) and (3) (that is, u In R = cp, UtI n R = '¢ for any R > 0). 

Ot O, 

It was shown above that a classical solution in ITT+O (for any 
6 > 0) of the problem (1)-(3), where f belongs to L 2 (QT. R) for 
any R > 0, is a generalized solution in ITT of the same problem. 
It can be similarly established that an a.e. solution of the problem 
(1)-(3) (in ITT) is also a generalized solution (in ITT) of the sam& 
problem. 

Just as in the case of mixed problems, it is easy to show (compar& 
with Lemma 1, Sec. 2.1) that if the generalized solution in ITT of th& 
problem (1)-(3) belongs to IP(QT. R) for any R > 0, then it is 
also an a.e. solution, and if it belongs to C2(ITT) n C1(IIT U {t= 0}), 
it is a classical solution. 

We shall now prove the existence and uniqueness theorems regard
ing the generalized solution of the problem (1)-(3). For this w& 
require the following auxiliary proposition. 

Take a! number '\' > Vkt (k1 = sup k(x) < oo ). Let t1 be any 
xERn 

number greater than T and x0 a point in Rn. We denote by K1,, ~ (x0), 

'&' E (0, T], the truncated cone {I x- x0 I<'\' (t1 - t), 0 < t < '&'} 
lying in ITT, by rt,, ~ (x0) its lateral surface, rt,, ~ (x0) = 
= {I x- x0 I = '\' (t1 - t), 0 < t < '&'}, by De, v<tt-e> (x0) the set 
{lx-x0 l<y(t1 -8), t=8}, 0::::;8::::;-r (then Do,yt,(x0) and 
D't, v<t·-~> (x0) are its base and top, respectively). If x0 is the origin 
in the space Rn, then the cone Kt .. ~ (x0) = Kt,, ~ (0) will be denoted 
by Kt .. ~ and the surface ft,, ~ (0) by ft .. ~· In this case n~.v <t,-~> (0) = 
= D~. v<ta-~> and, in particular, Do, yt, and DT, y(t,-T) are th& 
base and top of the cone Kt" T· 

Lemma 1. For certain t1 > T and x0 E Rn, let the function u(x, t) E 
E H1(Kt,, T (x1)), u lno, yt,<x"> = 0 and 

5 (k(x) VuVv+auV-UjVt) d:» dt = 0 
Ktu T(x•) 

(6} 
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for all v satisfying the condition 

v E H 1(Kt, T (x0)), v = 0 in ITT ~Kt,, T (x0), 

Then u = 0 in Kt., T (x0). 

Proof. Evidently, it is enough to establish the lemma for x0 = 0. 
Take any 't' E (0, T], and in Kt,, T consider the function 

{ 

6(x) 

v (x, t) ~ ~ u (x~ z) dz in K,,,., 

in Kt, T ~Kt .. 't"l 
where 

(t = e(x), I X I< ytl, is the equation of the surface rlt, 't u.D't", V{t,-'t")>· 

The function v(x, t) belongs to H 1(K1,, T), vlr1,, 't"' = 0, 
vln't"', y(t,-'t"') = 0 for all 't'' E [ 't', T], and generalized derivatives 
of v have the form 

6(x) 

'Vv~ { l Vu(x, z) dz+ u(x, B(x)) VB in K,,., 

0 in Kt., T~Kt, 't"1 

(7) 

Vt= { 
- u(x, t) in Kt10 't"1 

0 in Kt .. T ~Kt, 't"• 
(8) 

One can verify this most easily as follows. Since u E H 1(Kt., T), 
there is a sequence of functions U8 , s = 1, 2, ... , in C1(Kt,, T) 
which converges to u in fll(Kt., T)· Consider a sequence of functions 
v1, v2, ••• belonging to C1(Kt,, T): 

6(x) 

Vm(x, t) ~ { bm (!) ~ Um(X, z) dz in K,,., 

0 in Kt,, T~Kt,, 't"• 

where sm(t) is equal to 1 for t < 't'(1 - 1/m), to 0 for t > 't', 

0 ::( sm(t) ::( 1, sm:(t) E C1 (-oo, +oo), I d;~ I::( Com. For any 

rr' E ['t', T] Vm lrt,, 't"' u D't"', y(t,-'t') = 0. We show that the se
.quence Vm, m = 1, 2, ... , converges to v in H 1(Kt., x). Indeed, 
the sequence Vm, m = 1, 2, •.. , obviously converges to v in 
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L 2(Kt,, T) and the sequence 'VVm, m = 1, 2, ... , 
6(x) 

"Vvm = J ' 
t 

331 

{ 
~m (t) r Vum(X, z) dz + ~m(t) Um(x, El(x)) VEl in Kt ,, 

in Kt,.T"'-..Kt,,• 

converges in L 2(Kt,, T) to the vector function vv defined by (7) 
(that is, (vm)xi -+ vXi, i = 1, ... , n, as m-+ oo) and since, as 
m-+ oo, 

6(x) 

C~m2 J ( j' um(x, z) dz } 2 dx dt 
Kt,, 1:'-Kt1, 1:(1-1/m) t 

<: C~T2 J u!(x, z) dx dz 
Kt1 , 1:'-Kt, 1:(1-1/m) 

<:2C~T2 [ J (u-um) 2 dxdt+ J u2 dxdt]-+0, 
Kt1 ,iT Kt,, •'-Kt, 't(i-1/m) 

the sequence Vif, v2t. ... , 
6(x) 

Vmt- 't 
_ { - ~m(t) Um(x, t) + ~~(t) J Um(X, z) dz in Kt,, ,, 

0 in Kt,, T"'-..Kt,, ,, 

converges in L 2(Kt,, T) to the function Vt defined by (8). 
Substituting v in identity (6), we obtain 

6(x) 

KJ. t k(x) Vu(x, t) ~ Vu(x, z) dz dx dt 

+ J k(x) u(x, El(x)) '\lu(x, t) "VEl dx dt 
Kt, 't 

- J a(x) VtV dx dt+ J Utudx dt= 0. (9) 
Kt,, t Kt,, t 

Since v lrt,, ,;UD,, v<t,-t) = 0, we have 

J avvtdxdt=-~ J av2 dx<:O. (10) 
Kt, t Do, yt, 

Similarly, since u lno, vt, = 0, 

J UUt dx dt = ~ J u2 (x, El(x)) dx. 
Kt1,, lxi<'Vta 

(11) 
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Since 

8(x) 

J k(x) Vu (x, t) J Vu(x, z) dz dt dx 
Kt",; t 

8(x) 8(x) 

= J k(x) .\ Vu(x, t) J Vu(x, z) dz dt dx 
(x(<'\'t1 0 t 

8(x) 8(x) 

= J k(x) J Vu (x, t) J Vu (x, z) dz dt dx 
izl<yt, 0 0 

8(x) t 

- J k(x) J Vu (x, t) J Vu (x, z) dz dt dx 
lxl<vt, 0 o 

8(x) 

= J k(x) j J Vu(x, t) dt 12 dx 
Ixl<yt1 0 

8(x) 8(x) 

- J k(x) J Vu(x, z) J Vu(x, t) dt dz dx • 
lxi<'V•t 0 z 

according to (7) 

8(z) 

J k(x) Vu(x, t) J Vu (x, z) dz dt dx 
Kt,,,; t 

8(x) 

=f J k(x) I J Vu(x, t) dt J2 dx 
Ixl<yt1 0 

8(x) 

= + J k(x) [I J Vu(x, t) dt + u(x, e(x)) ve 12 

Ixl<vt, o 
8(x) 

- 2u(x, 6(x))V6 J Vu(x, t) dt -u2(x, 6(x)) I ve j2 J dx 
0 

~ J k(x) u(x, 6(x)) vevu(x, t) dx dt 
Kt,,; 

--} J k(x)_u2(x,6(x))!V6l 2 dx. 
lxl<vt, 
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Hence 
8(x) 

k(x) Vu(x, t) J Vu(x, z) dz dt dx 
t 

+ J k(x) u(x, e (x)) vu. ve dx dt 
Kt, 't 

;;?: -f J k(x) u2(x, e(x)) 1 ve 12 dx 
lxl<'l'tt 

;;?: - :;2 J u2(x, e (x )) dx. 
(xl<vt, 
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(12) 

If we insert relations (10)-(12) into (9), we find that 

( 1- ~~ ) ) u2(x, 8(x)) dx-<0 which implies that 
rxl<vt, 

J u2(x, T) dx = 0. And since T E (0, T) is arbitrary, this 
Dt, v(t,-'t) 

means that u = 0 in Kt, T· I 
From Lemma 1 there readily follows a uniqueness theorem regard

ing the generalized solution of the Cauchy problem (1)-(3), and 
therefore also regarding an a.e. solution and the classical solution. 

Theorem 1. The Cauchy problem (1)-(3) cannot have more than one 
generalized solution, one a.e. solution arid one classical solution. 

Proof. Let u1 and u2 be generalized solutions (and, in particular, 
a.e. solutions) of the problem (1)-(3) U E L 2(Q T, R), ljJ E L 2( I x I <R) 
for all R > 0). Then their difference u1 - u2 satisfies the hypotheses 
of Lemma 1 for any t1 > T and x0 ERn. Therefore u1 = u2 • 

If u 1 and u2 are classical solutions of the problem (1)-(3), then 
their difference u1 - u 2 is a classical solution of the same problem 
in which the functions f, q> and ljJ are equal to zero; therefore u 1 - u~ 

is a generalized solution and consequently u1 = u 2 • I 
Let q> E H 1(1 x I< R), 'I' E L2(1 xI< R), f E L 2(QT, R) for any 

R > 0. For each m, m = 1, 2, ... , take an infinitely differentiable 
function 'm (x, t) in ITT such that it is equal to 1 in KsmT. T and 
to zero in ITT ".Kscm+1/2)T, T• and let Um (x, t) denote the general
ized solution in the cylinder Qr. 8(m+1>Tv of the following mixed 
problem; 

Umtt- div (k(x) Vum) + a(x) Um = fm(x, t), 

Um I Do, 8(m+i)T'I' = q>m (x), 

Umtl Do, 8(m+1)T'I' ='I'm (x), 

Um I ST, 8(m+1)Ty = 0, 

(13) 
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where (/)m (x) = <p (x) ~m (x, 0), 'I'm (x) = 'I' (x) ~m (x, 0), I m (x, t) = 
= I (x, t) ~m (x, t). This means that the function Um belongs to 
H 1 (QT. B<m+v Tv), satisfies the initial condition Um ID0, B<m+t> TV = 
= 0 and satisfies the integral identity 

J (k(x) Vum Vv + aumv- UmtVt) dx dt 
QT, 8(m+1)Ty 

+ J 'i'm(x) v(x, 0) dx, m=i, 2, ... , (14) 
Do, S(m+i)Ty 

for all v E H 1(QT, S(m+i)Ty) such that v lnr, B(m+i)Ty = 0, 
v lsr, S(m+ 1 )Tv= 0. 

0 

Since (/)m E JI1(D 0, B<m+t>Tv) (<p E H 1(D 0, s<m+tJT'I') and is equal 
to zero for 8(m + 1/2) T-v< I x I< 8(m + 1) T-v), in view of 
Theorem 1 of the preceding section the generalized solutions Um 
exist. 

Take any point x0 E Rn such that I x0 I = (8m + 6) T-v and in 
identity (14) substitute an arbitrary function v satisfying the fol
lowing condition: 

vEH1(K2T,T(x0)), V=0 in IIT""-KzT,T(x0), 

v lnr, Ty(xO) = 0, v lrzr, r(xO) = 0 

(it is not difficult to see that such a v belongs to H 1(QT. S<m+t>Tv) 

and that its traces on DT, B<m+t>Tv and ST. B<m+t>T'I' are zero). 
Applying Lemma 1, we find that Um = 0 in K 2 T, T (x0). Since x0 

is an arbitrary point on the n-dimensional sphere {I x I = 
= (8m + 6) T-v, t = 0}, Um = 0 in the cylindrical layer 
{ (8m + 5) T-v < I x I < (8m + 7) T-v, 0 < t < T}. 

Let um(x, t) be a function equal to um(x, t) in QT. <Bm+SJT'I' and 
to zero in ITT ""-QT. <Sm+SJTV• m = 1, 2, .... Evidently, the func
tion um, m = 1, 2, ... , belongs to the space Jil(QT, R) and 

(15) 

for any R > 0. 
Take an arbitrary function v satisfying condition (4) with some 

R 0 = R 0 (v) > 0. If R 0 < (8m + 7) T-v, the function v may be 
substituted in (14). And since Um (x, t) = Um (x, t) in QT. <8m+1>T'I'• 
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) (k'\/um Vv + aumv-UmtVt) dx dt 
TIT 

=) fmvdxdt+) '¢m(x)v(x, O)dx. (16) 
ITT Rn 

Supgose that R 0 > (8m + 7) Ty. 
and Um=O in liT"-.QT,(!lm+5)Ty 

Um=Um=O), we have 

Since Um = Um in QT, (8m+7)Ty 

(in QT, (8m+7)Ty "'-.QT, (8m+5)1V• 

\ (kvUm·Vv+aumV-UmtVt)dx dt 
·' ITT 

r (kVum. Vv + aumv- UmtVt) dx dt. 
QT, (8m+5)Ty 

Taking an infinitely differentiable function sm(x) in liT that 
is equal to 1 in QT. <BmH>Tv and to zero in liT "'-.QT. ~Bm+7>Tv and 
substituting the function v%m in (14), we obtain 

) (kVum · Vv + aumv- UmtVt) dx dt 
Qy, (8m+5)TV 

J 
Qr, 8(m+1)Ty 

=) fmvdxdt+ J '¢m(x)v(x, O)dx 
ITT Rn 

(um = 0 in QT. <Bm+7>Tv"'-.QT, <SmH>TV• fm = 0 in liT"'-.QT. <BmH>Tv 
and '¢m = 0 in {I xI> (8m + 4) Ty}). 

Thus the function Um satisfies the integral identity (16) for all v 
which satisfy condition (4) for some R 0 = R 0 (v) > 0. Consequent
ly, the function Um is a generalized solution in liT of the Cauchy 
problem (1)-(3) with functions <p = <pm, '¢ = '¢m• f = fm, m = 
= 1, 2, . . .. Since the function Um' -um (we assume m' > m) 
is a generalized solution in liT of the Cauchy problem (1)-(3) with 
functions <p = <pm' - <pm = 0 for I x I < 8mTy, '¢ = ljlm' - '¢m = 
= 0 for I x I< 8mTy and f = fm'- fm = 0 in KsmT. T, by Lem-
ma 1 Um' - Um = 0 in KsmT, T• That is, for all m' :> m Um' = 'i.7m 
in KsmT; T• and therefor~ al~ in QT. csm-l>TV• This means that the 
sequence of functions ult u2 , • • • converges almost everywhere 
in liT to some function u; moreover, for any R > 0 there is a num-
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her N=N(R) (N(R) = 1 + [ Rj::Y ]) such that u =Um = Um 
in Qr. R for all m > N. From (15) and (16) it follows that ult=o = <p 

{for any R > 0 and m > N(R) (j)m=(j) inD 0 , Rand <Jlm = umlvo, R= 
= u I Do, R) and u satisfies the integral identity (5) for all v obeying 
-condition (4) with a certain R 0 = R 0(v) > 0. 

Consequently, u is a generalized solution of the Cauchy problem 
{1)-(3) in ITr. Thus we have established the following result. 

Theorem 2. If cp(x) E Hl(l x I< R), lJJ(x) E L 2 (1 x I< R) and 
1 E L 2 (Qr. R) for any R > 0, then the Cauchy problem (1)-(3) has 
a generalized solution in IT r· 

Note that we have also proved the following result. For R > 0 
there is a number N = N(R) such that for all m > N the general
ized solution u of the Cauchy problem (1)-(3) in the cylinder Qr, R 

-coincides with the solutions Um of the mixed problems (13). 
We shall now examine a particular case of Eq. (1), the wave 

equation (k == 1, a = 0 in (1)) 

Utt- flu =f. (17) 

Suppose that with a certain integer s > 1 <p E H'(l x I< R), 
"'E n•-1(1 X I< R), IE H'-1(Qr. R) for any R > 0. Then by 
Theorem 3, Sec. 2.4, the generalized solution um (x, t) of the mixed 
problem (13) (with k = 1, a= 0) belongs to H"(Qr. B<m+vrv) 

(<pm = ~m(x, 0) <p(x) E H~(Do, S(m+i)Ty), 

'I'm= ~m(X, 0) 'iJ(x) E H~ 1 (Do, S(m+i)Ty), 

fm = ~mf E fi~ 1 (Qr, 8(m+1)Ty)). 

Consequently, for any R > 0 the generalized solution u of the Cauchy 
problem (17), (2), (3) in ITT belongs to H"(Qr. R)· 

Thus we have proved the following theorem. 
Theorem3. If for any R >0 <p EH" (lx I<R), 'i' EH"-1 (lx I<R), 

I E H"-1 (QT. R) with certain integer s > 1, then the generalized solu
tion of the Cauchy problem (17), (2), (3) belongs to H"(Qr. R) for any 
R>O. 

Since for any R > 0 the generalized solution of the Cauchy prob
lem belonging to H 2(Qr. R) is an a.e. solution of the same problem, 
from Theorem 3 (with s = 2) there follows the following result. 

Theorem 4. If <p E H 2(1 x I< R), 'ljJ E H 1(1 x I< R), IE 
E H1 (Qr. R) for any R > 0, then the Cauchy problem (17), (2), (3) 
in ITT has an a.e. solution. 

Note that the orders of smoothness of the initial functions and 
right-hand side of the equation that guarantee the existence of the 
generalized solution or an a.e. solution of the Cauchy problem do 
not depend (Theorems 2, 4) on the dimension of space. 
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Let s = [ ~ -] + 3. Then, by Theorem 4, Sec. 2.4, the generalized 

solution um(i, t) of the mixed problem (13) (with k = 1, a= 0) 
is a classical solution of this problem. Consequently, the general
ized solution u(x, t) of the problem (17), (2), (3) is a classical solu
tion of the same problem. 

Thus we have proved the following theorem. 
n [n 

Theorem 5. If qJ E Hl-zl+3(1 x I< R), 'I' E H -zJ+2 (1 x I < R), 

f E Hl ~ }+2(QT. R) for any R > 0, then the Cauchy problem (17), 
(2), (3) has a classical solution. 

We supplement Theorems 4 and 5 regarding the existence of 
an a.e. solution and the classical solution of the Cauchy problem (17), 
(2), (3) by proving the following assertion. 

Theorem 6. Let u be an a.e. solution of the problem (17), (2), (3) 
in TIT or a classical solution of this problem with f E L 2(QT. R) for 
any R > 0. Then for any R > 0 and any t, 0 < t <min (R, T) 
the inequality 

(18) 

holds, where 

ER(t) ~ (u~ +I Vu 12) dx, (19) 

Dt, R-t 

D-r,R--c={lxi<R-"t, t=T}, 

KR,-c={ixi<R-t, O<t<"t}, "tE[O, min(R, T)]. 

Proof. Take any "t E (0, min (R, T)), multiply identity (17)by u1 
and then integrate it over the truncated cone K R. -c~ 

1 (uttUt- Utilu) dx dt = ) fu 1 dx dt. 
KR, 'C KR,-c 

According to Ostrogradskii 's formula, we obtain 

) (u~ +I Vu 12) dx- 1 ('IJ2 +I VqJI2) dx 
D-e, R--c Do, R 

n 

+ ) [(ui+IVul2)no-2ut ~ uxini]ds = 2 ) fu 1 dxdt, 
rR,, i=1 KR, 'C 

where r R. 'C is the lateral surface of the cone K R. 'C• r R. 'C = 
= { I x I = R - t, 0 < t < "t} and (n 0 , n1, ••• , nn) = 

( 1 XI Xn ) • h d l = ,/- ' v- • · · ·, lS t e OUtwar norma vee-r 2 2 (R-t) V 2 (R-t) 

22-0594 
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tor to r R. 't• Since on r R. 't 

n 

i=1 

n 

= _f "" ( ( UtXi ) 2 _ 2 UtXi + 2 ) VZ LJ R-t R-t Uxi Uxi 
i=1 

we have 

ER(-r:)-<.ER(0)+2 ) lfllu1 jdxdt-<.ER(O) 
KR,'t 

+ 21J f IIL2(KR, ,;) ( ) (u; +I Vu 12) dx dt) 112
• (20) 

KR,,; 

I V - b I b2 Since 2 I ab I = 2 a 2-r: V ZT < 2-r:a2 + -z:r , it follows from (20) 

that 

ER(t)-<.ER(0)+2•II/IIi2(KR,,;)+ 2
1"' ) 

KR,'f 

for all t E (0, -r:). Integrating the last inequality with 
t E (0, -r), we have 

)' (u~ +I Vu 12) dx dt-<. -rER (0) + 2-r:2 11 f lli2(KR, ,;) 
KR,,; 

respect to 

+-} ) (ui +I Vu j2) dxdt~ 
KR,,; 

hence 

) (u~ +I Vu 12) dx dt-<.2-rER (0) + 4-r:2 11 f lli2(KR, ,;) 
KR,,; 

V- 1/2 
-<.(2 -rER (0)+2-rii/IIL2(KR, ,;))2• (21) 

The inequality (18) follows from· (20) and (21). I 
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PROBLEMS ON CHAPTER V 

Let u(x, t), x = (x1 , x 2) E R 2 , be a (classical) solution of the Cauchy problem 
iJ2u iJ2u 

Utt = iJx2 + "x2 ' 1 v 2 

u it=O = <p, Ut lt=O = 'ljl, 
(1) 

where the initial functions <p and 'ljl have compact supports: <p = 'ljl = 0 for 
I x 12 = x 2 + x~ > R3. 

1. Sho\v that the function u(x, t) is analytic in the cone {I x I < t - R 0 , 

t > R 0}. 
2. Prove that there is a constant C > 0 such that for all x E R 2 and t ~ 0 

the solution u(x, t) of problem (1) admits the estimate 
c 

ju(x, t)J< lft(i+lfJt-JxJI) 

Moreover, if <p = 0 and 'ljl ~ 0, 'ljJ =I= 0, then there are positive constants C0 
and T such that 

Co 
u ( x, t) :;;;,. -::~:r= r- -::--:-::-7r:====;=;:;:;:

v t (1+ VI t-J X IJ) 
for all t ~ T and I x I ~ t- R 0• 

3. Show that for any R > 0 there is a T > 0 such that for all (x, t) E 
E {I xI :;;;;; R, t ~ T} the solution u(x, t) of problem (1) is the sum of the 
convergent series 

00 

"" cm(x) • u(x, t) = .L.J tm+l , 

m=O 

find c0 and c1• 

Prove that if for some disc K 0 = {I x - x0 I < r0 } (x0 is a point of R 2 
and r0 is a positive number) and all natural numbers l tlu(x, t) -+ 0 uniformly 
in x E K 0, then u = 0. 

4. Let <p E C2(R 2) and 'ljJ E C1(R 2), and let all the second derivatives of 
the function <p and all the first derivatives of the function 'ljl belong to the class 
Ca(R 2) (see Probl. 17, Chap. III) for some c.t > 1/2. Prove that a classical 
solution of the Cauchy problem (1) exists. 

5. Let u(x, t), x = (x1, x 2 , x 3) E R 8, be the (classical) solution of the 
Cauchy problem 

iJ2u iJ2u iJ2u 
Utt= iJx2 + iJx2 + iJx2, 

1 2 3 

uit=o=<p, Utlt=o='IJl, 

where the initial functions <p and 'ljl have compact supports. 
Show that, for all x E R 3 and t > 0, 

I u(x, t) I ~ Cit, 
where C is a positive constant. 

(2) 

6. Let u (x, t), x = (x1 , x2 , x 3) E R 3, belong to C8(Q "'- {x0 , t0 }), where Q 
is a region in the four-dimensional space R~ and (x0 , t0) is a point of Q, and 
satisfy the wave equation (2) in Q"'- {x0 , t0 }· Show that u belongs to C2(Q) 
(that is, it can be redefined at the point (x0 , t0) so that it becomes twice con
tinuously differentiable in Q). 

22* 
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7. Suppose that the function u(x, t) = v(x - nt), x = (x1, x2 , x3), n = 
= (n1 • n2 , n3) is a constant vector, belongs to C3(R 4 '-._L), where L is a line 
defined by the equation x - nt = 0, and satisfies the wave equation (2) outside L. 
Show that if u(x, t) = o (1/r), where r is the distance between the point (x, t) 
and the line L, then u(x, t) E C2(R 4) (that is, it can be redefined on L so that 
it becomes twice continuously differentiable in R 4). 

8. Let u(x, t) be the classical or generalized solution in {t > 0} of the 
Cauchy problem for the wave equation 

Utt = ~u + f(x, t), 

U ft=O = q>(x), Ut lt=O = 'ljl(.x), 

(3) 

(4) 

and let uR(x, t) be the classical or generalized solution of the second mixed 
problem for the wave equation in the cylinder {I x I < R + 1, t > 0 }, R > 0: 

(uR)tt=~uR+fR, 

OUR I -0 
--art" lxi=R+1- ' 

where <J>R = q>, 'i'R = 'ljl for I xI < R and fR = f for I xI < R, t < R. Show 
that in any cylinder Qr = {x E D0 , 0 < t < T}, where D 0 is any n-dimensional 
region and T any positive number, the difference u - uR = 0 for sufficiently 
large R. 

9. A solution of the first mixed problem for the wave equation in the cylin
der Qr = {x E D0 , 0 < t < T} can be defined as follows: a function u(x, t) 
is said to be the classical solution of the first mixed problem for the wave equa-
tion (3) if it belongs to C2(Qr) n C1 (Qr U D 0) n C(Qr U fr U D0 ), satis
fies Eq. (3) in Qr and the initial conditions (4) on D 0 together with the boundary 
condition 

ulr = X· 
T 

(5) 

Show that this solution is unique. 
10. Establish the existence and uniqueness of the generalized solution of 

the third mixed problem (see Sec. 2.1) for the wave equation in the cylinder 
QT = {x E D 0, 0 < t < T}: 

Utt-~U=f(x, t), 

{ ;~ + a(x) u } /r T = 0, 

u lt=O = «p(x), Ut lt=O = 'ljl(x) 

(cp E If1(D 0), 'ljl E L 2(D 0), f E L 2(Qr)) when the arbitrary function cr(x) is 
continuous on i!D 0 (without assuming that it is nonnegative). 

11. A function u(x, t) belonging to H 1(Qr) is called the generalized solu
tion of the problem 

Utt = ~u. (x, t) E Qr, 

{ :~ + a(x) ~; lr =0, 
T 

u/t=o=«p(x), utlt=o='i'(x), 
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where a{x) E C(oD 0), a(x) ;;:;;. 0, <p E H 1(D), 'I' E L 2 {D), if it satisfies the 
initial condition ul t=O = <p and the integral identity 

.\ (utVt-V'uV'v)dxBt=) auvtdSdt+J 'IJvdx+ .l a<pvdS 

QT rT Do aDo 

for all v E C1((h,) such that Vt E C1{Q;) and vi t=T = 0. 
Establish the existence and uniqueness of the generalized solution of this 

problem. 
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CHAPTER VI 

PARABOLIC EQUATIONS 

In this chapter we shall study the Cauchy problem and mixed 
problems for a parabolic equation of the form 

Ut- div (k(x) Vu(x, t)) + a(x) u(x, t) = j(x, t), 

Here (x, t) = (x1, ••• , Xn, t) is a point of the (n + i)-dimensional 

space Rn+l• x E Rn, t E R 1 ; vrv (x, t) = ( :;1 , ••• , 0~~ ) and 

div (w1(x, t), ... , Wn (x, t)) = ~w1 + ... + ~wn ; moreover, by 
uX1 uXn 

iJ2v iJ2v 
~v(x, t) we shall mean div vrv(x, t) = --::i"""2 + ... + ~. The 

ux1 uXn 

data of the problems will be assumed real-valued functions and 
we shall study only real-valued solutions of these problems. There-
fore the function spaces CP· q' HP. \ ••• to be used in what follows 
will be considered. as real-valued*. 

§ 1. PROPERTIES OF SOLUTIONS OF HEAT EQUATION. 
THE CAUCHY PROBLEM FOR HEAT EQUATION 

1. Properties of Solutions of the Heat Equation. Let us consider 
the simplest parabolic equation, the heat equation 

Xu = Ut - ~u = f(x, t). (1) 

First we construct in the half-space {t > 0} = {x ERn, t > 0} 
some special solutions of the homogeneous heat equation 

Xu == Ut - ~u = 0. (1 0) 

* The definitions of spaces CP,q and HP, q are given, respectively, in Sees. 7.1 
and 7.2, Chap. III. 
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We first examine the case of one space variable, n = 1. The func
tion u(x, t) = w(x2/t), depending only on x2/t, being a solution 
of the equation Ut - Uxx = 0 in {t > 0} satisfies the ordinary dif
ferential equation 

4zw"(z) + (2 + z) w'(z) = 0. 

The general solution of this equation on the semi-axis (0, oo) 
z 

is given by the formula c1 ) e-t/4 ~- 112 d~ + c2 , where c1 and c2 are 
0 

x'lt 

arbitrary constants. Then the function c1 \ e-t/ 4 ~- 112 d~ + c2 is 
"o 

a solution of Eq. (1 0) (when n = 1) in the regions {x > 0, t > 0} 
and {x<O, t>O}. 

Set c2 = 0 and c1 = ~ r for x > 0, while c1 = - ,11 _ for x < 0. 
4 vn 4 r n 

The resulting function, as is easy to check, is continuously differen
tiable in the half-plane {x E R1, t > 0} and, consequently, satisfies 
Eq. (1 0) in this half-plane. Then any derivative (with respect to x 
or t) of this function, in particular, the first derivative with respect 

sl 

to x, U(x, t) = ,~- e-Tt, will also satisfy this equation. 
2 v nt 

Now let n > 1. To construct desired solutions of Eq. (1 0), note 
tha.t if the functions vi(x, t), i = 1, ... , n, are solutions of Eq. (1 0) 

for n = 1 in the half-plane {x E R1 , t > 0}, then the function 
v(x, t) = v1(x1 , t) v2(x2 , t) ... Vn(Xn, t) is a solution of Eq. (1 0) 

in the half-space {x ERn, t > 0}. Therefore, in particular, the 
function 

X~ 1x12 n -4t -t:t:"" 
U (x, t) = IJ e e 

2 V nt (2 V nt)n 
i=i 

is a solution of Eq. (1 0) in the half-space {t > 0}. Then it follows 
that if (x0 , t 0) is an arbitrary point in Rn+t• then the function 

!x-x0!2 
e- 4(t-tO) 

U ( x- x0 t- t0 ) = -:-;;-:-;y-==;====;;=:=:::-
' (2Vn(t-t0))n 

is a solution of Eq. (1 0) in the half-space {t > t 0 } = {x ERn, t>t0 }. 

This function is called the fundamental solution of the heat equation 
(with singularity at the point (x0 , t 0)). 

Let us note the following properties of the fundamental solution. 
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If the function U(x - x0 , t - t0) is extended as being equal 
to zero into the half-space {t < t 0 } = {x ERn, t < t0 }, then the 
resulting function will be infinitely differentiable in Rn+l"" {x0 , t0 }. 

For all x0 ERn, t > t0 

f U(x-x0 , t-t0)dx= "!12 ) e-lsl 2 d~=1. (2) 
Rn Rn 

The function U(x- x0 , t - t 0) regarded as a function of vari
ables (x0 , t0) = (x~, ... , x~, t0) is a solution of the equation 

(1o) 

in the half-space (tO< t} = {x0 ERn, t0 < t}. 
Consider a strip (bounded by the characteristics of Eq. (1)) 

{0 < t < T} = {x ERn, 0 < t < T}. As in the case of Laplace's 
equation and the wave equation, let us establish, using the construct
ed special solutions (fundamental solution), in this strip the repres-
entation of an arbitrary function u(x, t) belonging to C2• 1(0<t<T)n 
n C(O ~ t < T) in terms of the functions Xu = Ut - /}u and 
u(x, 0), the value of the function u(x, t) on the plane {t = 0} = 
= {x ERn, t = 0}. We shall assume that the functions u(x, t) 
and Xu(x, t) are bounded in {0 < t < T}. 

We take the functions ~N(x) = ~N(I x 1), N = 1, 2, ... , which 
are infinitely differentiable in Rn and satisfy the following condi
tions: ~N(x) = 1 for I x I< N, ~N(x) = 0 for I x I> N + 1 and 
I ~N(x) I~ Co, I V~N I~ C0 , I f}~N I~ C0 , where the constant C() 
does not depend on N. 

Let (~, 't) be any point in the strip {0 < t < T}. Since the func
tions ~N(x) u(x, t), N = 1, 2, ... , and U(~- x, 't- t) belong 
to C2 • 1(0 < t < 't), from (1o) and the relation 

l'.:t'(u (x, t) ~N(x)) =~N:£u-2V~N·'Vu-u!}~N 

it follows that 

U(~- x, 't- t) (\;N(x) .:t'u(x, t)- 2V~N(x) · Vu(x, t)- u(x, t) /}~N(x)) 

=U(~-x, 't-t) .:t'(u(x, t) ~N(x)) 

- u(x, t) ~N(x) .:t'~. t (U(~- x, 't- t)) 

for all (x, t) E {0 < t < 't}. 
We integrate the last identity over the cylinder 

{I xI< N + 1, e < t < 't- e} for some e E (0, 't/2). By means 



of Ostrogradskii's formula, we obtain 

~N(x).:t'u(x, t)·U(£-x, -r-t)dx 

u(x, 't- e) ~N(x) U(£- x, e) dx 

u(x, e) ~N (x) U(£-x, -r-e) dx 

-r-e 

+ J dt J u(x, t)·~~N(x)·U(£-x, -r-t)dx 
e N<JxJ<N+1 
-r-e 

+2 1 dt J Vu(x, t)·V~N(x)·U(£-x, -r-t)dx 
e N<Jxi<N+1 

~ u(x, -r-eHN(x)U(£-x, e)dx 
JxJ<N+1 

_) u(x, e)~N(x)U(£-x, -r-e)dx 
lxi<N+1 
-r-e 

- J dt J 
e N<JxJ<N+1 

u(x, t)~~N(x)·U(£-x, -r-t)dx 

't-E 

-2 .\ dt J u(x, t)V~_v(x)·VxU(£-x, -r-t)dx 
e N<lxi<N+1 

=It, e, N+lz, e, N+Ia, e, N+J,., e, N· (3) 
We pass to the limit in (3) first as N ._ oo and then as e._ +O. 
Since for all N = 1, 2, . . . and all (x, t) E {0 < t < •} 

I ~N (x) .:t'u (x, t) I ~ C0 • sup I .:t'u I (.:t'u is bounded in 
{O<t<T} 

{0 < t < T}), in view of (2) 

J l~N(x).:t'u(x, t)-U(£-x, -r-t)!dx-<:Co sup l.:t'u(x, t)/ 
R {O<t<T} 

n 

for all t E (0, -r). Consequently, according to Lebesgue's theorem~ 
we have 

1:-E 

lim lim 
e-o N-oo 

J dt f 
e Jxi<N+1 

~N(x).:t'u(x, t)·U(£-x, T:-t)dx 

't 

= J dt J .:t'u(x, t)·U(£-x, 1:-t)dx. (4) 
0 Rn 
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Since for all N = 1, 2, . . . and 
I ~N(x) u(x, t)l ~ C0 • sup I u(x, t) I 

all (x, t) E {0 < t < 't} 
(u is bounded in 

{O<t<T} 
{0 < t < T}), for all t E (0, -r) 

) I~N(x) u(x, t)·U(£-x, -r-t)!dx-<:Co· sup iu(x, t)l, 
R {O<t<T} 

n 

hence 

lim J ~N(x)u(x, -r-e)·U(£-x, e)dx 
N-oo Jxi<N+i 

= .) u(x, -r-e) U(£-x, e) dx 
Rn 

.and 

lim \ ~N(x)u(x, e)U(£-x, T-t)dx 
N-oo J 

lxi<N+i 

= .~ u(x, e)U(£-x, -r-e) dx. 
Rn 

But the function u(x, t) is continuous and bounded in {0 ~ t ~ 't}, 
therefore 

lim lim / 1,e,N=lim J u(x, T-e)U(£-x, e)dx 
-1!-+0 N-oo ll-+0 R 

n 

= -----kr lim ) u(s + 2 VB" 11 , • -e) e-1111 2 d11 
(n) e-+O R 

n 

=u(£, •) n!12 J e-l1112 dfj=u(£, 't) (5) 
Rn 

.and 

lim lim /2, e, N = r u(x, 0) U(£-x, -r) dx. 
e-o N-oo J 

Rn 

(6) 

Since for all N = 1, 2, . . . and all (x, t) E {0 < t < 't} 
I u (x, t) ~~N (x) I~ C0 • sup I u (x, t) I, for all t E (0, 't) 

{O<t<T} 



Consequently, 

lim lim I I 3, e, N J 

e-+0 N-+oo 
't-B 

-<:lim lim J dt ~ I u(x, t) L.\~N(x) ·U(~- x, -r- t) J dx 
e-o N-oo e N<lxr<N+i 

't-8 

-<:C0 lim j dtlim j Ju(x, t)JU(~-x, -r-t)dx=O. (7) 
e-o e N-+oo N<lxi<N+1 

_Finally, we consider the term I~. e, N in (3). Since for all (x, t) E 
E {0 < t < 't'} and all N = 1, 2, . . . I V' ~ N • u I ~ C 0 x 
X sup I u (x, t) J, it follows that for all t E (0, 't') 

{O<t<T} 

J lu(x, t)V'~N(x)·Y'xU(~-x, 't'-t)l dx-<:Co J Ju(x, t)IIY'xUidx 
Rn Rn 

lx-~1 2 

j IX ;je- 4(1:-t) 

-<:Co· sup I u I - dx 
{O<t<T} 2 ('t-t) (2 V :rt ('t- t))n 

Rn 

= CosupJul r I I -ITJI2d --~c~l=-
:n;n/2 V•--t J YJ e YJ- V•-t ' 

Rn 

where the constant C1 does not depend on N. Therefore 

lim lim I~. e, N = 0. 
e-O N-oo 

(8) 

The desired representation for the function u follows from rela
tions (3)-(8). 

Thus, the following statement holds. 
If the function u(x, t) belongs to C2 • 1 (0 < t < T) n C (0 ~ t < T) 

is bounded in {0 < t < T} and the function Xu is bounded in 
{0 < t < T}, then for any point (x, t) in {0 < t < T} the represen
tation 

u (x, t) = J u (~, 0) U (x- ~. t) d~ 
Rn 

t 

+ J d• J Xu(~, •)U(x-~, t-•)d~ (9) 
0 Rn 

holds. 
Using representation (9), we shall establish some properties of 

solutions of the heat equation. 
Theorem 1. If the function u(x, t) belongs to C2• 1(Q) and Xu = 

= u, - L.\u = 0 in Q, where Q is a region in the (n + i)-dimensional 
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space Rn+I• then u(x, t) E C00(Q) and for any t0 the function u(x, t 0) 

(regarded as a function of Variables X1, ••• , Xn) is analytic in Q n n {t = t 0}. 

Proof. Let (x0 , t 0) be an arbitrary point in Q. We assume that 
t 0 > 0 (this can be always achieved by shifting the origin). Take 
a 8 = 8 (x0, t0) > 0 such that the cylinder Qxo, to, 26 = 
={I X- x0 I< 28, It- t0 I< 28} ~ Q n {t > 0}, and let ~ (x, t) 
be an infinitely differentiable function in Rn+I which is equal to 1 in 
Qxo, to, o = {I x - x0 I < 8, I t - t 0 I < 8} and vanishes outside 
Qxo, to, 2o. Then the function U'(x, t), which is equal to u(x, t) ~(x, t) 
in Qxo, tO, 20 and to zero outside Qxo, tO, 2c5t belongs to C2• 1 (0< t< T) n 
n C (0 ::::;;;; t ::::;;;; T) with T > t 0 + 28, is bounded in {0 < t < T}, 
coincides with the function u(x, t) in Qxo, to, o and U'(x, 0) = 0~ 
furthermore, the function Z (U (x, t)) is bounded in {0 < t < T} 
and Z(U') = 0 when (x, t) E Qxo, to, o as well as when (x, t) E 
E {0 < t < T}~Qxo, to, 20· By (9), for all points (x, t) E Qxo, to, 6 
we have 

t 

u(x, t)= J d-e J U(x-£, t--c) Z(~(£, -c))d£ 
0 Rn 

where g(£, -c)= · 1 Z(ii'(£, -c)). 
(2 V :n)n 

From this representation it immediately follows that u(x, t) E 
E C00 (Qxo, to, o). Thus the first assertion of the theorem (the point 
(x0 , t 0) is an arbitrary point in Q) is proved. 

We shall now show that the function 
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where the region D = {I x0 - s I< 28, t 0 -28 < 't < t 0 }~ 
~ {I s- x 0 I ~8, t0 - 8 ~ 't ~ t0 }, is analytic in some neighbour
hood of the point x0 • For this, in the (3n + i)-dimensional (real) 
space R 3n+t of variables x, y, £, 't (x = (x1, ••• , Xn), y = 
= (y1 , ..• , Yn), s = (£1 , ••. , sn)) consider the region D 1 = 
= {I x1 - x0 I< 8/4, I y I< 8/4, (£, 't) ED} and a complex
valued function defined in it: 

Note that for y = 0 the function G coincides (for I x - x0 I < 8/4, 
(£, 't) ED) with the integrand function in (10). 

The function G and its derivatives Gxk and Gyk, k = 1, ... , n, 

evidently belong to C(D1~{'t=t0}) (here {'t=t0 } = {x ERn, y E 
ERn, £ ERn, 't = t 0 }). Let us examine the functions G, Gxk' Gyk' 
k = 1, ... , n, in D; = {I x- x0 I< 8/4, I y I< 8/4, 8 < I s
-x0 I < 28, t0 - 8 < 't < t 0 }, a subregion of D1 • Since in 

D; I s - x I = I s - x 0 + x 0 - x I ~ I s - x0 I + I x 0 - x I ~ 
~ 98/4, I s - x I :):- I s - x 0 I - I X 0 - x I :):- 3: and I y I< ~ , 
for all points (x, y, £, •) in D; we have 

62 
/ ___ 5-""go'-6--e- S(tO-•> k 1 

"""=- ' = ' ... ' n, 2:.+1 
4 (tO-T) 2 

where g 0 = max I g (£, 't) I· 
<~. •lED 

Consequently, the functions G, Gxk' Gyk' k = 1, 2, ... , n, 

belong to C(i5;) (G(x, y, £, t0) = Gxk (x, y, £, t0) = Gy~~.(x, y, s, t0) = 

= 0, k = 1, ... , n) and hence to C(D1). 

Furthermore, since the function G is analytic in each of the 
variables x1 + iy1 , ••• , Xn + iyn (for any 't < t0), for each k, 
k = 1, ... , n, it satisfies in D 1 the Cauchy-Riemann equations 

(Re G)x,. = (Im G)Yk' (Re G)y"' = - (Im G)x"· 
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Hence the complex-valued function 

F(x, y) = ) G(x, y, 6, 't) ds d't 
D 

n 

I g(£, •) e 4(10-'t) h~1 (xh +iyk- ~k)2 a; dT 
- J (tO_ 't)n/2 

D 

is continuously differentiable in the region V = {I x - x0 I < 8/4. 
I y I < <'3/4} of the space R 2n, and for all (x, y) E V and for any k, 
k = 1, ... , n, 

(Re F)xh =(1m F)Yh, (Re F)yh = -(1m F)xh. 

Therefore for any point (x1, y1) in V the function F(x!, ... , xi<- h 

xk, Xk+1• ... , x~,, yl, ... , Yh-~o Yk• Yt+h •.. , y~) of two (real) 
variables xk and Yk is an analytic function of the complex variable 
xk + iyk at the point xt + iy},', k = 1, ... , n. It is easy to show* 
that then the function F(x, y) is an analytic function of n complex 
variables x1 + iy1 , ••• , Xn + iyn in V. And since for I x- x0 I < & 
the function F(x, 0) coincides with the function u(x, t0) in question, 
the assertion of the theorem is established. I 

Remark. The function u(x, t) which satisftes the homogeneous heat 
equation in some region Q of the space Rn+t is not necessarily ana
lytic in t. 

I X 12 

For example, the function u(x, t) which is equal to t-nf2e- 4t 
for I x I > 1, t > 0 and to zero for I x I > 1, t ~ 0, satisfies Eq. (1 0) 

in {I x I > 1, -oo < t < oo} but is not analytic in t (of course, it 
belongs to Coo (I x I> 1, -oo < t < oo)). 

2. The Cauchy Problem for the Heat Equation. A function u(x, t) 
belonging to the space C2 • 1(0 < t < T) n C(O ~ t < T) is called 
the solution (classical solution) of the Cauchy problem for Eq. (1) if it 
satisfies Eq. (1) in {0 < t < T} and for t = 0 satisfies the initial 
condition 

u lt=O = <p(x), (11) 

where f(x, t) and <p(x) are given functions. 
First we shall prove the following uniqueness theorem. 
Theorem 2. The Cauchy problem (1), (11) cannot have more than 

one classical solution bounded in {0 < t < T}. 
Proof. Let u1(x, t) and u 2(x, t) be two classical solutions of the 

problem (1), (11) that are bounded in {0 < t < T}. Then the func
tion u = u1 - u2 is a solution of the homogeneous heat equation (1 0) 

* See, for instance, Vladimirov, V. S. Methods of Theory of Several Complex 
Variables, Nauka, Moscow, 1964, p. 42 (in Russian) or Shabat, B. V. Introduction 
to Complex Analysis, Nauka, Moscow, 1969, p. 273 (in Russian). 



PARABOLIC EQUATIONS 351 

which is bounded in {0 < t < T} and satisfies the homogeneous 
initial condition 

uit=o=O. (11 0} 

Consequently, for the function u the representation (9) of the preced
ing subsection holds in the strip {0 < t < T} which immediately 
implies that u = 0 in {0 < t < T}. I 

By Ma = Ma(T), a > 0, we denote the set of all functions. 
u(x, t) defined in {0 ~ t < T} for each of which there are positive: 
constants A and a (depending on this function) such that 

iu(x, t)i-<AeaJxla for all (x, t)E{O-<t<T}. 

It is clear that the set Ma is a linear space for any a> 0; more
over, Mac Mu' for a< a'; M 0 is the set of all the functions bound
ed in {0 < t < T}, and M 2 is the set of all functions for each of 
which there are positive constants A and a such that 

ju(x, t)I-<Aealxl 2 for all (x, t)E{O-<t<T}. (12) 

In Theorem 2 the uniqueness of the solution of the Cauchy prob
lem (1), (11) was established in the set of bounded functions Jl;/0 • 

In fact, the solution is unique in M 2 too, and hence in any Jlf0 , 

0 ~ a ~ 2. Namely, the following assertion, generalizing Theo
rem 2, holds. 

Theorem 2'. The Cauchy problem (1), (11) cannot have more than 
one solution belonging to M 2*. 

The following auxiliary proposition is required for the proof of 
Theorem 2. 

Lemma 1. Let the function u(x, t) be a solution of the problem (1 0), 

(11 0) in the strip {0 < t < T}, T > 0, and satisfy the inequality (12) 
with some constants a> 0 and A > 0. Then u = 0 in the strip 
{0 < t < T1 }, where T1 =min {T, 1/Sa}. 

Proof. Take an arbitrary e > 0 and in {0 < t < T1 } consider
two functions 

w±(x, t) = + u(x, t) + e (t + 1 n/Z e 4(i1~t)) . 
(T1-t) 

Evidently, these functions belong to C2 • 1(0 < t < T 1) n C (0 ~ 
~ t < T1). Since uit=O = 0, for all x ERn 

lxt 2 

w± (x, 0) = eTin12e 4T1 > 0. (13) 

* It can be shown that for any a > 2 the solution of problem (1), (11) is 
not unique in Ma (see Tikhonov, A. N. "Theoremes d'unicite pour !'equation de 
Ia chaleur", Mat. Sb. 42 (1935), 199-216). 
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Since Xu = 0 in {0 < t < T1 }, for all points (x, t) E {0 < t < T1 } 

JxJ2 

X(w±)=±X(u)+eX(t+(T1-t)-n12 e 4(Tt-t) )=e>O. (14) 

Let (x0 , t 0) be any point in the strip {0 < t < TJ. Take a large 
number R > 0 such that the point (x0 , t0) lies inside the cylinder 
{I x I< R, 0 < t < T1 } and the functions w± (x, t) are positive 
<>n the lateral surface {I x I = R, 0 < t < Td of this cylinder: 

w±(x, t)hxi=R>O, 0<t<T1 (15) 

{the latter property can be always fulfilled because w± llxi=R = 
R2 R2 

= + u "xi=R+e( t+ (Tt-t)-n/2 e4(Tt-t)) ~ -AeaR2+ eT1-n/2e t.T! ~ 
n 5aR2 

~ -AeaR2+e (5af2 e-4--+ + oo as R-+ oo). 
We shall now prove that if a function w(x, t) belongs to 

C2• 1({1 X I< R, 0 < t < Tl}) n c ({I X I~ R, 0 ~ t < Tl}) and 
satisfies the conditions 

w(x, 0) >- 0 for I x I ~ R, (13') 

Xw(x,t)>O in {lxi<R,O<t<T1 } (14') 
and 

wllx/=R :> 0 for 0 ~ t < T1, (15') 

then 

w(x, t) >- 0 for all (x, t) E {I xI< R, 0 < t < T1 }. (16') 

Suppose, on the contrary, that there is a point (x', t') in {I x I < 
< R, 0 < t < T1 } such that w (x', t') < 0. Let (x", t") be the 
point in {I x I ~ R, 0 ~ t ~ t'} where the function w(x, t) 
{w(x, t) E C ( {I x I ~ R, 0 ~ t ~ ~'})) attains its minimum, that 
is, 

w(x", t")= min w(x, t)-<.w(x', t')<O. 
(JxJ~R, O~t~t'} 

By (13') and (15'), (x", t")E{Ix/<R, O<t-<.t'}. If (x", t")E 
E {I xI< R, 0 < t < t'}, then aw(~:· t") = 0 and a2w~) t") ~ 0, 

t 

i=1, ... , n, whence Xw(x", t")-<:0 which contradicts (14'). 
If (x", t")E{Ixi<R, t=t'}, then aw(~:· t") -<:Oand a2w~~~· t") > 

t 

~0, i=1, ... , n, whence Xw(x", t")-<:0, again contradicting (14'). 
Thus inequality (16') is proved. 

Since, by (13)-(15), the functions w±(x, t) satisfy the conditions 
(13')-(15'), for all (x, t) E {I x I< R, 0 < t < T1 } the inequali-
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ties w±(x, t) :> 0 hold thereby implying w±(x0 , t0) :> 0, that is, 

I u (xo to) I~ 8 (to+ 1 e 4(~to~2tol ) • 
' ""'= (Tl-to)n/2 

Since 8 > 0 and the point (x0 , t 0) are arbitrary, it follows from this 
last inequality that u(x, t) = 0 in {0 < t < T1}. I 

Proof of Theorem 2. Let u1(x, t) and u 2(x, t) be two solutions of 
the problem (1), (11) in {0 < t < T} that belong to M 2 • Then their 
difference u = u1 - u2 is a solution of the problem (1 0) and (11 0) 

in {0 < t < T} and for all (x, t) E {0 ~ t < T} satisfies the inequal
ity (12) with certain constants A > 0 and a> 0. By Lemma 1, 

u(x, t) = 0 in {0 < t < T1 }, where T1 =min ( T, 5~). If T1 = T, 
the theorem is proved. 

Let T 1 = 5
1a < T. Then the continuity of the function u(x, t) 

in {0 < t < T} implies u jt =-~- = 0. Therefore the function v(x, t) = 
5a 

= u ( x, t + 5~ ) is a solution of the problem (1 0), ( 110) in the strip 

{ 0 < t < T- 5
1a } and in this strip satisfies inequality ( 12) . 

According to Lemma 1, v(x, t)=O in {0<t<T2}, where 

T 2 =min { T- 5~ , ;a} . From this it follows that u(x, t) = 0 in 

{ 0 < t < T 2 + 5
1a } . If T 2 + 5

1a < T (then T 2 = 5~ ) , then repeat

ing this argument we find that u (x, t) = 0 in { 0< t< 2 · 5~ + T3}, 

where T 3 =min ( T- 5
2a , 5

1a) , and so on. After a finite number 

of steps, we see that u = 0 in {0 < t < T}. I 
We shall now prove the existence theorem regarding the solution 

of the Cauchy problem (1), (11). The results of the foregoing sub
section imply that if the solution, bounded in {0 < t < T}, of the 
problem (1), (11) exists with function f(x, t) bounded in {0 < t < T}, 
then it has the form 

u(x, t)=) U(x-£, t)<p(s)ds 
Rn 

t 

+ f f U(x-£, t--r) f(£, -r)d£d-r. (17) 
0 Rn 

Therefore the proof of the existence of a solution naturally reduces 
to determining conditions on the functions <p and f such that the 
23-0594 
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function u(x, t) given by formula (17) is a classical solution of the 
problem (1), (11). 

Let B (Rn) and B (0 < t < T) denote Banach spaces of functions 
that are continuous and bounded in Rn or in the strip {0< t< T}, 
respectively, with norm II fP IIB<R ) =sup I fP (x) I and II f IIB<O<t<T) = 

n xERn 

= sup If (x, t) I· (x, t)E { O<t<T} 
Theorem 3. If qJ(x) belongs to B(Rn) and the functions f(x, t) 

and fx1(x, t), i = 1, ... , n, belong to B(O < t < T), then the 
problem (1), (11) has a classical solution u(x, t). This solution belongs 
to B(O < t < T) and is given by formula (17); further, 

II U JJB(O<t<T) -< II cp IJB<Rn) + T II f IIB(O<t<T) • (18) 

Theorem 3 is an immediate consequence of the following two 
auxiliary assertions. 

Lemma 2. If cp E B(Rn), then the function 

u1(x, t) = ) U(x-~, t) cp(~) d~ (19) 
Rn 

is a classical solution of the Cauchy problem (1 0), (11) in the half-space 
{t > 0}; moreover, for all x ERn, t > 0 the inequalities 

inf fP(x)-<ut(x, t)-<sup cp(x) (20) 
xERn xERn 

hold. 
Lemma 3. If f and fx1 , i = 1, •.. , n, belong to B(O < t < T). 

then the function 
t 

Uz(X, t)= r d-e~ U(x-~. t--c)f(~. -c)d~. 
0 Rn 

(x, t)E{O<t<T}, 

(21) 

belongs to B(O < t < T) and is a classical solution of the Cauchy 
problem (1), (11 0) in the strip {0 < t < T}; and 

II Uz!IB<O<t<T)-< T II f IIB<O<t<T>· (22) 

Proof of Lemma 2. For the proof of Lemma 2, it suffices to establish 
that the function u1(x, t) has the following properties: 

(a) u1 E C2• 1(t > 0) and Xu1 = 0 in {t > 0}, 
(b) for the function zt1 the inequalities (20) hold, 
(c) the function u1 belongs to the space C(t :;;> 0) and satisfies

the initial condition (11). 
Take arbitrary numbers ll and T10 0 < ll < T1• Since for all 

x ERn, ~ERn, t E [ll, T1] and for any a == (a10 ••• , an), a,:;;> 0, 
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t = 1, • • • , n, and ~ > 0 

where Ca.p = Ca.~ (6) are some positive constants, the function 
u1(x, t) E Coo(<'>< t < T1), and 

a~ a f a~ a -., Dxu1(x, t) = -., DxU(x-£, t)·cp(£)d£. 
at" at" 

Rn 

In the strip {<'> < t < T1 } the function U(x- £, t) satisfies 
Eq. (1 0) (with respect to (x, t)), therefore the function u1(x, t) satis
fies Eq. (1 0) in thi! strip. Consequently, since the numbers 6 > 0 
and T 1 > 6 are arbitrary, the function u1(x, t) has Property (a). 

Since the function U is nonnegative, according to (2) for all x E R,. 
and t > 0 we have the inequalities 

Ut(x, t)< r U(x-£, t)(sup cp(s)) d£= sup cp(x), 
R 6ERn xERn 

n 

Ut(X, t)~ r U(x-£, t)( inf cpm)ds= inf cp(x). 
R tERn xERn 

n 

This establishes Property (b). 
We now establish Property (c). Taking an arbitrary point x0 E R,., 

we shall show that lim u1(x, t) = cp(x0). By (2), we have. 
(x, t)-+(xO, 0) 
(x, t)E{t>O} 

for any (x, t) E {t > 0} and for any 6 > 0 

u1(x, t)-cp(x0) = ~ U(x-£, t)(cp(£)-cp(xO))d£ 
Rn 

U(x-£, t) (cp(£)-cp(xO)) ds 

+ ~ U(x- £, t)( cp (s)- cp(x0)) d£ =I 1, 6 + lz, o· (23) 
J6-x0J>0 

Since the function cp is continuous at the point x0 , for an e > 0 wf! 
can find a 6 > 0 (this 6 we take in (23)) such that I cp(£) - cp(x0)1 < 
< e/2 whenever I s- x0 I< 6. Therefore 

llt.~l< ~ f U(x-£, t)d£<; j U(x-£, t)ds=e/2. (24) 
fx0-£(~6 Rn 
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Let lx-x0 l<c5!2, then for 1~-xoi>cS we have lx-~1= 

=I x-x0 +xD-~I ~~ x0 -~ 1-1 x-x0 I> cS- ~ = cS/2. Thus 

lx-612 lx-~)2 

I /2, rJ< J 
Jx0-~1>0 

e--8t_e __ Bt-

< I cp <~> 

211 !p IIB(Rn) 02 J lx-6)2 
---- - a2t e--st- dt 
~ '' e "' (2 r :nt)n 

lx0-">0 

2 II !J> IIB(R ) -~ ) - Jx-sJ2 -~ 
. ~ n e 32t e st ds = const e 32 t ~ c,/2 
"""" (2 V :nt)n """" 

Rn 

(25) 

whenever t E (0, c5 0) with sufficiently small c5 0 • Thus from (23)-(25) 
we see that I u1(x, t) - cp(x0) I < s for all points (x, t) of the half
space {t > 0} such that I x- x0 12 + t2 <min (eSt, c51/4). I 

Proof of Lemma 3. We represent the function u2(x, t) (see (21)) 
in the form 

t 

u2(x, t)= :n!12 ) d-r) e-161 2f(x+2~Vt-'t, 't)d~, (26) 
0 Rn 

(x, t) E {0 < t < T}. 

To prove the lemma it is enough to check that 
(a) u 2(x, t) E C (0 ~ t < T), u 2(x, 0) = 0, 
(b) inequality (22) holds, 
(c) u2(x, t) E C2• 1 (0 < t < T) and Zu2 =I in {0 < t < T}. 

Since the function f (x, t) is bounded in {0 < t < T}, it follows 
that I e-1612/(x + 2~ v-t- 't, 't) I~ e-1612 11 I IIB(O<t<T) and there
fore (/ is continuous) the function 

1 r g(x, t, 't) = :nn/2 J e-lsl2f(x+2~ Vt-T, -r) ds 
Rn 

is continuous and bounded on the set {xERn, O<t<T, 0<T-<t} 
and g(x, t, t) = f(x, t), I g (x, t, -r) 1-<11 f IIB<O<t<T)· Therefore the 

t 

function u2(x, t) = ) g(x, t, 't) d-r belongs to C(O.::;;: t < T), U:! lt=O = 0 
0 

and II u21/B(O<t<T)-< T II f IIB(O<t<Tl· Properties (a) and (b) are proved. 
Since the function f(x, t) has continuous derivatives /~q(x, t). 

i = 1, ... , n, in {0 < t < T} and If I + I VI I~ const in 
{0 < t < T}, the function g(x, t, 't) has continuous derivatives 
g%i(x, t, 't), i = 1, , ., n, on the set {x ERn, 0 < t < T, 0 < 
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< T ~ t}. Consequently, the function u2(x, t) has continuous deriv
atives u 2xi(x, t), i = 1, ... , n, on {0 ~ t < T}, and 

t 

u?.x1 (x, t)= n!12 r d-r) e-1~1 2fxi(x+ 2sVt--r, -r)ds 
0 Rn 

Since for all j = 1, ... , n 

i=1, ... , n. 

(27) 

I e-I~J2SJ! Xj (x + 2s v t- T, -r) 1-< Is I e-1612 II f Xj IIB(O<t<T)! 

the functions ) e-1£1 2 Si/ (x + 2s v t - T, T) ds have all first 
Rn 

derivatives with respect to x1, ••• , Xn which are continuous and 
bounded on the set { x E Rn, 0 < t < T, 0 < T ~ t}. Then from (27) 
it follows that the function u2 (x, t) has all derivatives up to second 
order with respect to x1, ••• , Xn that are continuous in {0 ~ t < T}. 
Moreover, 

t n 

ilu2(X, t) = 1t!/2 ~ V~:_'t r e-161 2 ~ Sd Xi (x + 2s v t- T, T) ds. 
0 Rn i=1 

(28) 

Further, for arbitrary points (x, t) and (x, t + M), Llt > 0, lying 
in {0 < t < T} 

t+M 
U2(z, t+~t)-u2(X, t) =-f- l ( t+ At ) d 

M ~t .I g x, u • 't 't 
i 

t 

+ ) g(x, t+M, ~~-g(x, t, ,;) d-r = lt(M) + /2(M). (29) 

0 

In view of continuity of the function g(x, t + Llt, -r) in T on the 
segment [t, t + M], / 1(M) = g (x, t + Llt, t + Silt), where e = 
= S(x, t, Llt), 0 ~ e ~ 1. Consequently, 

lim / 1 (Llt) = g(x, t, t) = f(x, t). (30) 
M-++0 
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Since in {0 < t < T} the function f has continuous and bounded 
derivatives with respect to x1, ••• , Xn, the function g (x, t, 't') has 
a derivath>a with respect to t continuous in {x ERn, 0 < t < T, 
0< T< t}: 

n 
1 f e-li1 2 ~ ~dx, (x+2~Vt-'t', 't')d~, 

Rn i=t 

with I gt(x, t, •) 1-< const/Vt-'t'. Then 
t+l1t 

g(x, t+t.t, -r)-g(x. t, 't") I 1 r 
t.t -<t;t J lgt• (x, t', 't') ldt' 

t 

t+M 
/ const r dt' ~ t.t J V -::::;;: const/V t 't'. 

t t'--r 

Therefore (according to Lebesgue's theorem) 

lim / 2 (~t) 
At-++ 0 

t 

= n!/2 ) 
0 

From (28)-(31) it follows that 

lim 

It is similarly proved that 

'lim 
.dt-+- 0 

u2(x, t+t.t)-u2(x, t) 
M 

t+~t 

n 

t 

lim 1t ) g(x, t, 't') d't' 
M-+-0 t+M 

(31) 

(32) 

+ lim ) g(x, t+M, ~~-g(x, t, -r) dT = f(x, t) + ~u2(x, t). (32') 
At--0 0 

Therefore the function u2(x, t) has continuous derivative, equal 
to f +Mu2 , with respect to t in {0 < t < T}. 
, Theorem 3 establishes the existence of a classical solution of the 
Cauchy problem (1), (11) for any bounded cp E C(Rn) and any bound
ed f E C(O < t < T) for which all first-order derivatives with 
crespect:to:space variables are continuous and bounded in {0 < t < T}. 
Now the question arises: for the Cauchy problem (1), (11) to be 
solvable is it fnot sufftcient to assume that the function f is only 
continuous and bounded? In fact, the condition that f has (bounded) 
'derivatives with respect to space variables is more than what is 
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necessary: it can be proved that for the solvability of the problem 
(1), (11) it suffices to assume that the function f(x, t) (continuous 
and bounded) satisfies Holder's condition with respect to space vari
ables, that is, for any point (x, t) in {0 < t < T} there exist constants 
M > 0, ex.> 0 (depending on this point) such that I f(x', t) -
- f (x, t) I < M I x' - x Ia for all x' ERn. However, if the func
tion f is only continuous (and bounded) in {0 < t < T}, then, as 
illustrated by the following example, the problem (1), (11) may 
not have a (classical) solution. 

Let ~ = ~ (I x I) be an arbitrary function infinitely differentiable 

in Rn, which is equal to 1 for I x I< 1/2 and to zero for I xI> ! . 
We examine the following Cauchy problem 

Xu = Ut- Llu = /0(x), (33) 

(34) 

where 

fo(x)=- ~~~-:-~§ ~(lx/) (<n+2)(-lnlxl)- 112 + ~ (-lnjxl)-m) 

+ x\:~§ ~'(ix/) (<n+3)(-lnlxl) 112 -(-lnlxl)- 112 ) 

= (x;-x;) ~"(I xI) ( -ln I x 1) 112 , 

~nd 

<Jlo(x) =c (x~- x~) ~(I X I) ( -ln I x ])112 • 

The function f o(x) E C(Rn) n Coo (I X I > 0) is equal to zero for 
1 x I > 3/4, and therefore is bounded in Rn. The initial function 
<po(x) E C1(Rn) n Coo( I X I > 0) is equal to zero when I X I > 3/4, 
and is therefore bounded in Rn. It can be directly verified (compare 
with the similar example for Poisson's equation, Chap. IV, Sec. 3.3) 
that the bounded function u(x, t) = <p 0(x) (it does not depend on t) 
satisfies Eq. (33) when I x I> 0. Moreover, the function u (x, t) 
obviously satisfies the initial condition (34). 

Nevertheless, the function u(x, t) = <p 0(x) does not belong 
to C2• 1(0 < t < T) for any T > 0, because, for instance, 
lim Ux,x, (x, t) = oo. Consequently, this function is not a so lu

I X 1-+0 
tion of the problem (33), (34). 

Let us show that the problem (33), (34) has no solution in any 
strip {0 < t < T}. Suppose, on the contrary, that there exists 
a solution v(x, t) of the problem (33), (34) in the strip {0 < t < T} 
for a certain T > 0. Then the function w(x, t) = u(x, t) -
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- v (x, t) = !flo (x) - v (x, t) E C2• 1 ( {I x I > 0,' 0 < t < T}) and 
satisfies the homogeneous heat equation (1 0) on the set {I x I> 
> 0, 0 < t < T}. Moreover, w (x, t) E C1 (T/2 ::(: t < T), since 
!floE C1 (Rn>· Thus w (x, t) E C2 • 1 ( {0 < I X I :::::;: 1, T/2 :::::;: t < T}) n 
n C1 ({I X I:::::;: 1, T/2:::::;: t < T}) and Wt- !lw = 0 for all points 
(x, t) in {0 < I x I< 1, T/2 < t < T}. 

We' shall show that the function w (x, t) must belong to 
C2• 1 ( {I x I < 1, T /2 < t < T}) which is impossible, because the 
function v E C2• 1 ( { 1 x 1 < 1, T/2 < t < T}) and the function 
u (x, t) =!flo (x) ~ C2• 1 ({I x I< 1, T/2 < t < T}). 

So, let w (x, t) E C2• 1 ({0 <I X I ::(:1, T/2::(: t <T}) net ({I X I:::::;: 
::(: 1, T/2 ~ t < T}) and Xw = 0 in {0 < I x I< 1, T/2 < t < 
< T}. We shall show that w (x, t) E C2 • 1 ({I xI< 1, T/2 < t < 
< T}). The proof of this fact repeats in a certain sense the arguments 
used in Subsec. 1 while establishing representation (9). 

Take an arbitrary point (~. 1:) in {0 < I x I < 1, T/2 < t < T} 
and an arbitrary e E (0, 1: - T/2). On the set {0 < I x I< 1, 
T/2 < t < -r} we have the equality 

n 

(w(x, t) U(£-x, -r-t))t + 2] (wU:x1-wx.U)x. 
i=i • • 

=U(£-x, -r-t)Xw(x, t)-w(x, t)X~.tU(~-x, 1:-t)=O. 

Integrating this equality over {6 < I x I< 1, T/2 < t < 1:- e }, 
where 6 is an arbitrary number from the interval (0, I 6 1), and 
applying Ostrogradskii's formula, we obtain 

) w (x, -r-e) U (6-x, e) dx 
6<1xl<1 

) w(x, T/2)U(6-x, "C-T/2)dx 
6<ixi<1 

't-8 

- ) dt J ( w(x, t) au~-;:: -.;-t) 

T/2 lxl=1 

't-8 

_ aw~x~ t) U(~-x, 1:-t)) dS:x- J dt J ( w(x, t) 
T/2 lx1=6 

X au(£--;;:~ -.;-t)- aw~:· t) U(6-x, "C-t)) dSx 

=lt,6+/2,e+l3,8,6• (35) 
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In (35) we pass to the limit first as e-+ 0 and then as 6-+ 0. We take 
an arbitrary 60 , 0 < 60 < min (1 - I s I, I 6 I - 6). Then 

j w(x, -r-e( U(£-x, e) dx 
O<Jxl<1 

- J w(x, -r-e) U(£-x, efdx 
Jx-~l<ilo 

+ J w(x,-r-e) U(£-x,e)dx. 
{6<Jxl<1 }f J{lx- ~):;;.6o} 

Since on the set {6<lxi<1} n {6o-<:lx-6j} 

I w (x, -r-e) U(£-x, e) 1-<:max I w (x, t) exp(- ~) / (2 V ne )n, 

) 
{il<lx/<1ln<x- ~I:;;.Oo} 

it follows that as e -+ 0 w(x, •-e) U(£-x, e) X 

X dx -+ 0. Therefore 

lim J w(x,•-e)U(s-x,e)dx 
1-+0 O<)x/<1 

and consequently 

lim lim J w(x, -r-e) U(£-x, e)_dx=w(£, -r). (36} 
0-+0 8-+0 0</x/<1 

Further, it is obvious that 

lim / 1, 6 = J w(x, T/2) U(£-x, •- T/2) dx, (37} 
o .... o lxJ<1 

• 
!~~ lz, e = J dt ) ( w(x, t) aU(~-;;~: -r-t) 

T/2 lx/<1 

- aw;~ t) U(£-x, -r-t)) dSx, (38) 

and since wEC1 ({jxj-<:1, T/2-<:t-<:•}), it follows that 
lim lim / 3, e, o = 0.1 (.39) 
o .... o 8-+0 
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The relations (35)-(39) imply that for any point (x, t) in 
{0 <I xI< 1, T/2 < t < T} we have the representation 

.w(x, t) = J w(~, T/2)U(x-~, t-T/2)d~ 
1~1<1 

t 

- r d-r \ (w<6 T) oU(z-s, t-t")- ow(~. t") U(x-6, t-•>) dS~, J .J I On; i}no 
T/2 1~1=1 ' 

from which it immediately follows that w belongs to C""( { 1 x I < 
< 1, T/2 < t < T}) and, more so, to C2• 1 ({I xI< 1, T/2 < t < 
< T) }. This proves the assertion. 

§ 2. MIXED PROBLEMS 

1. Uniqueness of Solution. Let D be a bounded region in th~ 
n-dimensional space Rn (x = (x17 ••• , Xn) is a point of this space). 
As in the case of the mixed problems for hyperbolic equations, in the 
(n + i)-dimensional space Rn+l = Rn { -oo < t < +oo} we 
-consider a bounded cylinder Qr = {xED, 0 < t < T} of height 
T > 0, and let r T denote the lateral surface of this cylinder: r T = 
= {x E fJD,j 0 < t < T} and D-r;, -r E [0, T], the set {x ED, t = 't}; 
in particular, D 0 = {xED, t = 0} is the base of the cylinder Qr 
and Dr= {xED, t = T} its top. 

In the cylinder Qr with some T > 0, we examine the parabolic 
~quation 

Zu - Ut - div (k(x) Vu) + a(x) u = f(x, t), (1) 

where k(x) E C1(Qr), a(x) E C(Qr), k(x) > k 0 = const > 0. 
A function u(x, t) belonging to the space C2• 1(Qr) n C(Qr U 

U r T U D0)* and satisfying Eq. (1) in Qr and the initial condition 

u lt=o = cp(x) (2) 

{)n D 0 as well as the boundary condition 

ulrT =X 

{)n r T is called a classical solution of the first mixed problem for Eq. (1). 
A function u(x, t) belonging to the space C2• 1(Qr) n C(Qr U 

u r T u Do) n C1• 0(QT u r r) and satisfying Eq. (1) in QT, the 
initial condition (2) on D 0 and on r T the boundary condition 

( !~ +a(x) u) lrT =x, 
* For the definition of the spaces CP,q see Sec. 7.1, Chap. III. 
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where a(x) is a function continuous on r T• is called a classical solu
tion of the third mixed problem for Eq. (1). 

If a== 0, then the third mixed problem is known as the second 
mixed problem. 

Since the case of nonhomogeneous boundary conditions is easily 
reduced to that of homogeneous boundary conditions, in the sequel 
we shall investigate homogeneous boundary conditions 

(3) 

and 

(4) 

We shall assume that the coefficient a(x) in Eq. (1) is nonnega
tive in QT and the function cr(x) in the boundary condition (4) 
is nonnegative On f T• 

Lemma 1. Let f(x, t) E L 2(QT) and let u(x, t) be a classical solu
tion of the third (second) mixed problem (1), (2), (4) or a classical solu
tion, belonging to C1· 0(QT u r T), of the first mixed problem (1)-(3). 
Then u(x, t) E H 1•0(QT)*. 

Proof. Let us take arbitrary 't E (0, T) and 8 E (0, 't) and after 
multiplying Eq. (1) by u integrate it over the cylinder Qe, 'f = 

= {xED, 8 < t < 't}. Since in QT UUt =-} (u2)t, u div (k V'u) = 
= div (ku vu)-k I V'U 12 and -} (u2)t- div (ku V'U) = fu- au2 -

- k I vu 12 E L1(Qe, 't), according to Ostrogradskii's formula we 
have 

-} ~ u2 dx- ~ ~ u2 dx + ~ k 1 V'u J2 dxdt + ) au2 dx dt 
~ ~ ~'t ~'t' 

- f ku !~ dS dt = J fu dx dt, 
re,,; Qe,,; 

where re, 't = {x E iJD, e < t < 't}, whence~ when u (x, t) is a sol
ution of the first mixed problem, 

; ) u2 dx- ; J u2 dx + J k 1 V'u J2 dx dt + j au2 dx dt 
D't De Qe, 'f Cile, 'f 

= ) fudxdt 
Qe, 'f 

• The spaces nr, 0(QT) were introduced in Sec. 7.2, Chap. III. The proper
ties of the elements of this space are considered in the same section. 
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and, when u(x, t) is a solution of the third (second) mixed 
problem, 

_!_ r u2 dx-..!. ~ u2 dx+ r kl vu l2 dx dt 
2 J 2 ·' J 

D-e De Qe, -c 

+ ) au2 dxdt+ ~ kau2 dSdt= J ludxd-r. 
Qe, 1: r e, 1: Qe, 1: 

Consequently, 

; j u2 dx + k0 ) I Vu /2 dx dt<: ~ ) u2 dx 
D-e Qe, -c D-e 

+ J k(x) l Vu j2 dx dt<:; J u2 dx 
Qe,-c De 

+ J I I I! u j dx dt<: ; J u2 dx +II u IIL,(Qe,-"> II I lk.<QT). 
Qe, -c De 

Passing to the limit in this inequality as e -+ 0, we obtain 

; J u2 dx<: ; II cp lli.<D> +II u IIL,<Q-c> II I iiL,(QT> (5) 
D" 

and 

k0 J I Vu /2 dx dt<: ; II cp lli,(D) +II u !IL,<Q-c> II I IIL.<QT>· (6) 
Q'f 

Let us take an arbitrary t E (0, T) and integrate inequality (5) 
with respect to T E.(O, t): 
t 

J J u2 dx d-r < T II cp lll.<D> + 2T II u l!L,<Qt> II I 1/L,(QT> 
0 D'f 

whence 

II u lli.<Qt><2T II cp lli.<D> + 4T2 /I 1 lli.<Qr> = c~ 
for any t E (0, T). Consequently, u E L 2 (Qr) and 

II u iiL,(Qr><Co• 
Then from (6) we have 

/II Y'u llli,(Q")-<: 2~ II cp 1/L,(D) + Cko II I 1/L,(QT) 
0 0 

for any T E (0, T). Accordingly, I vu I E L 2 (Qr).l 

(7) 
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Remark. From inequalities (5) and (7) it readily follows that the 
elassical solution of the third (second) mixed problem (1), (2), (4) 
and the classical solution, belonging to C1· 0 (QT U rT), of the first 
mixed problem (1)-(3) have the estimate 

liuiiL,(D~>-<Ctt 'tE(O, T), (8) 

where the constant C1 depends only on T, II <p IIL,<D> and !If IIL,(QT)• 
Let u be a classical solution of the third (second) mixed problem 

(1), (2), (4) or a classical solution, belonging to C1•0(QT U rT), 
Qf the first mixed problem (1)-(3), and let f(z, t) E L 2(QT)· Multiply 
(1) by an arbitrary function v(z, t) E C1(QT) such that 

v~=O 00 
and integrate the resulting relation over the cylinder Qe, ·u where '1i' 
is an arbitrary number from (0, T) and e an arbitrary number from 
(0, ,;). According to Ostrogradskii's formula, we obtain 

~ (- UVt + kVuVv + auv) dz dt- J kv :~ dS dt + J uv dz 
Qe, 't re, 't D, 

= J uv dz+ j fvdzdt. (10) 
De Qe, 't 

If u is a solution of the first mixed problem, then we assume addi
tionally that 

v lrT =0. (11) 

In this case identity (10) has the form 

I ( -uvt+kVuVv+auv) dxdt+ J uvdx 
qe,'t D, 

= J uvdx + J fv dx dt. (10') 
DB Qe, 't 

If u is a solution of the third (second) mixed problem, identityi(6) 
bas the form 

J (-uvt+kVuVv+auv)dxdt+ J kouvdSdt+ J uvdx 
Qe, 't' r 8 ,, D, 

= J uvdx+ J fvdxdt. (10") 
De Qe, 't 

By virtue of Lemma 1, u E H 1• 0(QT) and therefore (see Sec. 7, 
Chap. III) u lrT E L 2(f T>· Using (8) and (9), we pass to the limit 
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in identities (10') and (10") as e-+ 0 and 'f-+ T. This yields the 
following assertions. 

A classical solution u(x, t) of the first mixed problem which belongs 
to C1 • 0(Qr u r r) satisfies the integral identity 

J (-uvt+k'Vu'Vv+auv)dxdt= J <pvdx+ J fvdxdt (12) 
QT Do QT 

for all v E C1(Qr) satisfying conditions (9) and (11), and conse
quently for all v E H 1(Qr) satisfying conditions (9) and (11). 

A classical solution u(x, t) of the third (second if a = 0) mixed 
problem satisfies the integral identity 

J (- UVt + k'Vu'Vv + auv) dx dt + .f kauv dS dt 
QT rT 

= J <pv dx + J fv dx dt ( 13) 
Do QT 

for all v E C1(Qr) satisfying condition (9), and consequently for all 
v E H 1(Qr) satisfying condition (9). 

With the aid of the above identities, we introduce the notions 
of generalized solutions of the mixed problems under discussion. 
We shall assume that f (x, t) E L 2(Qr) and cp(x) E L 2(D). 

A function u(x, t) belonging to the space H 1 • 0(Qr) is called 
a generalized solution of the first mixed problem (1)-(3) if it satisfies 
the boundary condition (3) and the identity (12) for all v(x, t) in 
H 1(Qr) that obey conditions (9) and (11). 

A function u(x, t) belonging to the space H 1, 0(Qr) is called 
a generalized solution of the third (second if CJ = 0) mixed problem 
(1), (2), (4) if it satisfies the identity (13) for all v(x, t) in H 1(Qr) 
that obey condition (9). 

Together with the classical and generalized solutions of the mixed 
problems, we may also introduce the notion of an a.e. solution. 

A function u(x, t) is called an a.e. solution of the first mixed prob
lem (1)-(3) or the third (second if CJ = 0) mixed problem (1), (2), (4)· 
if it belongs to the space S2. 1 (Qr), satisfies Eq. (1) for almost all 
(x, t) E Qr and satisf1es the initial condition (2) and one of the bound
ary conditions (3) or (4), respectively. 

It was shown above that a classical solution of the third (second) 
mixed problem (1), (2), (4) and a classical solution, belonging to 
C1 • 0(Qr U r r), of the first mixed problem (1)-(3) are generalized 
solutions of the corresponding mixed problems. It can be similarly 
proved that an a.e. solution of the first, second or third mixed prob
lem is a generalized solution of the corresponding problem. It is 
also easy to establish that if a generalized solution of the first mixed 
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problem (1)-(3) or third (second) mixed problem (1), (2), (4) belongs 
to JP, 1(QT), then it is an a.e. solution of the same problem. If, 
however, the generalized solution of the first mixed problem (1)-(3) 
belongs to C2•1(QT) n C(QT u rT u Do) and that of the third 
(second) problem (1), (2), (4) belongs to C2 • 1 (QT) n c (QT u r T u 
u Do) n C1·\0(QT u r T), then it is a classical solution (compare
Sec. 2.1, Chap. V, where corresponding statements have been proved 
regarding solutions of the mixed problems for a hyperbolic equation). 

We further note that the generalized solution, like the classical 
and a.e. solutions, of the mixed problem for a parabolic equation 
has the following property: if u(x, t) is a generalized solution of the
mixed problem (1)-(3) or the problem (1), (2), (4) in the cylinder QT. 
then it is a generalized solution of the corresponding problem in the
cylinder QT· for any T', 0 < T' < T. The proof of this assertion 
is also completely analogous to that of the corresponding assertion 
regarding solutions of the mixed problems for a hyperbolic equation. 

We shall now establish uniqueness theorems for solutions of the
mixed problems. 

Theorem 1. The fir$t mixed problem (1)-(3) cannot have more than 
one generalized solution. 

The third (second) mixed problem (1), (2), (4) cannot have more than 
one generalized solution. 

Proof. This theorem is proved along the same lines as the corres
ponding theorem regarding generalized solutions of the mixed prob
lems for a hyperbolic equation (Theorem 1, Sec. 2.1, Chap. V). 

Let u1(x, t) and u 2(x, t) be two generalized solutions of the prob
lem (1)-(3) or the problem (1), (2), (4). Then the function u = u1 - ua 
is a generalized solution of the corresponding problem with f = () 
and {jl = 0. We must show that u = 0 in QT. 

In Q T consider the function 
T 

v (x, t) = J u (x, 8) d8. 
t 

It is directly verified that in Q T the function v has generalized deri
vatives 

Vt= -u, 
T 

Vx. = r U:x;. (x, 8) d8, i = 1, ... , n. 
! J ! 

t 

Since the functions v, Vt and Vx·• i = 1, ... , n, evidently belong 
! 

to L 2(QT), we see that v E H 1 (QT)· Moreover, vln = 0, vir = 
T T T 

= J u lrT d8, and, in particular, if u is a generalized solution 
t 
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of the first mixed problem, then vlrr = 0. We substitute v in the 
identity (12) if u is a solution of the problem (1)-(3) or in (13) if u 
is a solution of the problem (1), (2), (4). Then, in the case of the first 
mixed problem, we obtain the identity 

T 

~ ( u2 (x, t) + kVu(x, t) · J Vu (x, 8) de- av (x, t) vt(x, t) )dx =dtO 
QT t 

(14) 

and, in the case of the third (second) mixed problem, the identity 
T 

.\ ( u2(x, t) + k(x) Vu(x, t) · ~ Vu(x, e) de- avv, ) dx dt 
QT t 

T 

+ J kau (x, t) 5 u(x, e) d8 dS dt = 0. (14~) 
rr t 

Since (see the proof of Theorem 1, Sec. 2.1, Chap. V) 
T T 

~ k'Vu(x, t) 5 Vu(x, S)dedxdt=; J kl ~ Vu(x, t)dt,2 dx~O, 
QT t D 0 

T T 

.\ kau(x,t)ju(x,e)dedSdt=! J kcr(J u(x,t)dt) 2 dS~O 
~ t w 0 

and 

j avvtdxdt=-; J av2dx<.O, 
QT Do 

from (14) and (14') we have 

J u2(x, t) dx dt<.O 
QT 

from which it follows that u = 0 in Qr· I 
Since an a.e. solution of the mixed problem (1)-(3) or the mixed 

problem (1), (2), (4) is also a generalized solution of the correspond
ing problem, Theorem 1 has the following corollary. 

Corollary 1. The first mixed problem (1)-(3) cannot have more than 
one a.e. solution. 

The third (second) mixed problem (1), (2), (4) cannot have more than 
one a.e. solution. 

Theorem 1 also implies the following statement. 
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Corollary 2. The third (second) mixed problem (1), (2), (4) cannot 
have more than one classical solution. 
· Indeed, let u 1 and u 2 be two classical solutions of the problem (1), 
(2), (4). Then their difference is a classical solution of the problem 
(1), (2), (4) with ·(j) = 0 and f = 0 E L 2(QT)· Consequently, u1 - u2 
is a generalized solution and, in view of Theorem 1, is equal to zero. 
, We shall now prove the uniqueness theorem for the classical 
solution of the first mixed problem. 

Theorem 2. The first mixed problem (1)-(3) cannot have more than 
one classical solution. . 

Proof. Let u1 and u 2 be two classical solutionsof the first mixed 
problem (1)-(3) in the cylinder QT. Then the function u = u1 - u2 

belongs to C2·1(QT) n C(QT u rT u Do) .and satisfies the homo-
geneous equation · 

Zu = Ut .,-- div. (k vu) + au = 0 (1o) 

in Q T together with the boundary condition (3) on r T and the homo
-geneous initial condition 

U /t=O- 0 

on D 0 • We shall show that u(x, t) vanishes in QT. 
Suppose that there is a point (x0 , t 0)E QT such that u.(x0, t0) =1= 0. 

We assume that u(x0, t0) > 0 (if u(x0 , t0) < 0, then instead of the 
function u we consider the function -u for which (1 0), {2 0) and {3) 
are fulfilled and -u(x0 , t 0) > 0). 

Let M denote u(x0, t0), and consider the function 
M 

v(x, t) = u(x, t) - 2t0 (t- tO), 

First note that 
M 

Zv =- 2to < 0 for all (x, t) E QT. (15) 

Since v E C{Q1•), there is a point (xl, t1) in Q1• where the function 
v(x, t) attains its maximum value; moreover, since v (x0 , t0) = 
= u(x0 , t0) = M, v(x1, t1) > v(x0 , t 0) = M. 

The point (x1, t1) cannot lie in the set f 1o U D 0 , since vlrT = 
= ulrT- !){a (t- t 0) = :{a (t0 - t)::::;:; ~ and viD. = uiD. + 
+ ~ = ~. Consequently, the point (x1, t1) must lie in the set 

Ot• U Dt•· Let it belong to Qt•· Then Vt(xt, t1) = 0, Vx.(xt, t1) = 0 
I 

and Vx.x. (xt, t1)::::;:; 0, i = 1, ... , n. That is, :tv (x1, t1) = 
I I 

= v1 (x1, t1) - k (x1) ~v(x1 , t1)- Vk (x1) vv {x1, t1) +a (x1) v X 
X (x1, t1) > 0 and this contradicts (15). If, however, (x1, t1) E D 1., 

then v1 (xl, t1) > 0, Vx. (x1 , t1) = 0 and Vx.x. (xl, t1) ~ 0, i = 
l l l . 

= 1, ••. , n. That is, again Zv (xt, t 1) > 0. 1 
24-0594 



370 PARTIAL DIFFERENTIAL EQUATIONS 

2. Existence of a Generalized Solution. We shall now establish 
the existence of the solutions of the problems (1)-(3) and (1), (2), (4). 
For this, as in the case of hyperbolic equations, we shall apply the 
Fourier method. 

Let v (x) be a generalized eigenfunction of the first boundary
value problem 

div (k(x) V v) - av = 'Av, x ED (16) 

vlav = 0 

or the third (second if a = 0) boundary-value problem 

div (k(x) vv) - av = 'Av, XED, 

( !~ + o(x)'v) lav =0 (17) 

('A is the corresponding eigenvalue). This means that in the case of 
0 

the first boundary-value problem v belongs to Jll(D) and satisfies 
the integral identity 

J (k'Vv'VTJ + avTJ) dx +'A J vT) dx = 0 
D D 

0 

for all TJ E Jll(D), while in the case of the third (second) boundary
value problem v E H 1(Q) and satisfies the integral identity 

J (k'VvVTJ + avrJ) dx + ~· kavTJ dS +'A J VTJ dx = 0 
D BD D 

for all TJ E Jll(D). 
Consider an orthonormal system v1 , v2 , ••• in L2(D) which 

consists of all generalized eigenfunctions of the problem (16) or the 
problem (17), respectively, and let 'A1 , 'A2 , ••• denote the sequence 
of the corresponding eigenvalues which is, as usual, considered 
nonincreasing and in which each eigenvalue is repeated according 
to its multiplicity. As shown in Sec. 1, Chap. IV, the system vu v2 , ... 

is an orthonormal basis for L 2(D) and 'Ak ~ -oo as k ~ oo. In the 
case of the first, third when a ¢ 0 on aD and second when a ¢ 0 
in D boundary-value problems (note that a(x) >- 0 in D and a (x) > 
> 0 on aD) the first eigenvalue 'A1 < 0, that is, 0 > lv1 >- 'A 2 >- .... 
If a = 0 in D, then 0 = /v1 > lv 2 >- 'A3 >- . . . in the case of the 
second boundary-value problem. 

Suppose that the initial function q> in (2) belongs to L 2(D) and 
that the function f E L 2(QT)· According to Fubini's theorem, 
f(x, t) E L 2(D 1) for almost all t E (0, T). We expand the functions q> 
and f(x, t) for almost all t E (0, T) in Fourier series in terms of the 
system v1 , v2 , • • • of generalized eigenfunctions of problem (16) 
if the problem in question is (1), (2), (3) or of problem (17) if the 
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problem in question is (1), (2), (4): 

where 

00 

<p(x) = ~ <pkvk (x), 
1!=1 

00 

f(x, t) = ~ fk (t) vk (x) 
h=' 

371 

(18) 

!JJJ& = (<p, vk)L.(D>• h(t) = (f(x, t), vk(x))L.<D>• (19) 

and the functions fk(t) belong to £ 2(0, T). By the Parseval-Steklov 
equality, 

00 

2J <p~ =II <p IIL.(D) 
1<=1 

(20) 

and for almost all t E (0, T) 

00 

~ n(t) = ) / 2(x, t) dx, 
k=1 D 

whence 
oo T 

~ ~ f~(t) dt .. ~ f 2(x, t)dxdt. (20') 
k=1 0 QT 

For any k = 1, 2, . • . consider the function 

t 

Uk(t) = <pkeJ.I&I + J !~&('t) e "'k<t--c> d't (21) 
0 

belonging to H 1(0, T) and satisfying the equation 

Ui-'AkUk=f~~. (22) 

a.e. on (0, T) and (H1(0, T) c C([O, T)) the condition 

U "(0) = <JJk· (22') 

It is easy to check (as in the case of a hyperbolic equation) that the 
function 

uk(x1 t) = U k(t) vk(x) 

is a generalized solution of the first mixed problem, if vk(x) is the 
eigenfunction of the problem (16), or of the third (second), if vk(x) 
is the eigenfunction of the problem (17), mixed problem for the 
equation 

u, - div (kVu) + au = /,,(t) vk(x) 
24* 
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with the initial condition 

U lt=O = CJlkVk(x). 

"Consequently, if we take the partial sums and 
N . 

~ f~t(t) vk(x) of series (18) as the· initial function in (2) and the 
.lt=1 
,right-hand{side of Eq. (1), then a generalized solution of the prob
lem (1)-(3) or the problem (1); (2), (4), respectively, will be the 
.function 

N 

S N (x, t) = ~ U 11 (t) v11 (x). 
11=1 

In particular, in the case of the first mixed problem S N(:c, t) satis
fies the integral identity 

) (- SNvt + kVS N · Vv +aS Nv) dx dt 
QT 

N N 

= j ~ cp11 v11(x) v(x, 0) dx + j ~ f 11 (t) V~t(:c) v(x, t) dx dt (23) 
Do k=l QT k=i 

for all v in H1(QT) that obey conditions (9) and (11), and in the case 
of the third (second) mixed problem the integral identity 

\ (-SNvt+kVSN·Vv+aSNv)dxdt+ J kaSNvdSdt 
dT rT 

N N 

= .\ ~ CJl~tV 11 (x) v(x, 0) dx + J ~ f 11 (t) v 11 (:c) v(x, t) dx dt (23') 
Do lt=t Q7• 11=1 

for all v in H 1(QT) such that condition (9) is fulfilled. 
Let us show that the generalized solution of the problem (1)-(3) 

or the problem (1), (2), (4) is given by the series 
00 

u(x, t) ~ ~ U 11(t) vr.(x), 
11=1 

(24) 

where in the case of the problem (1)-(3) v11(x), k = 1, 2, o o ., are 
eigenfunctions of the problem (16) and in the case of the problem 
(1), (2), (4) v11(x), k = 1, 2, ... , are eigenfunctions of the prob
lem (17). 

Theorem 3o If I E L 2(QT) and cp E L 2(D), then each of the mixed 
problems (1), (2), (3) or (1), (2), (4) has a generalized solution u. This 
solution is represented by a convergent series (24) in H 1 • 0(QT). More-
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over, 

(25) 

where the constant C > 0 does not depend on cp or f. 
Proof. From formula (21) it follows that, for all t E [0, T), 

t 

I U k(t) I <I cpk I e"-kt + J /f~t(T) I e"-~t<t-T) dT 
0 

:::;::: I cp le"-kt + II In IIL,(O, T) when k > 1 
""" k v 21 AJt I 

and 
1 V1(t) 1 ::::;;; 1 cpl 1 + cl II /1 IlL.< a. T>· 

where C1 = VT in the case of the second mixed problem with a .=0 
and in the remaining cases ci = 11V"2 I Al I· Therefore for all t e 
E [0, T] 

U~(tr<2cp:e2"'"t + 1 ;k 1 II f~t lli.<o. T> when k > 1 (26) 

and 

(26') 

We consider the partial sum SN(x, t} of the series (24). For each 

t E [0, T] it belongs to the space H1(Dt) in the case of the first mixed 
problem or to the space H 1(Dt) in the case of the third (second) 
mixed problem. · 

In investigating the problem (1)-(3) it is convenient to introduce 

in the space /Jl(Dt) a scalar product 

~ (kV'uVv+auv) dx. 
Dt 

For the problem (1), (2), (4) we introduce in the space H 1(Dt) a scalar 
product 

~ (kVuVv+auv)dx+J kauvdS 
Dt ant 

if either a =1= 0 in D or a ¢ 0 on iJD a!J-d the scalar product 

\ (kVuV'v + uv) dx 
bt 

if a = 0 · in D and a · 0 on aD. Since in the case of the first and 
third, a ¢ 0, mixed problem and in the case of the second mixed 
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problem with a¥= 0 the system of functions v11V- A.1, v21V -A.1 , 

are orthonormal in the corresponding scalar products, while in the 
case of the second mixed problem with a== 0 the system of functions 
v11V 1- A.10 v21V 1 - A.2 , • • • is orthonormal, we have for all 
t E [0, T] and any M and N, 1 ::::;;;; M < N, in view of (26)1 

N N T 

-< ~ U~(t) 1 "'" 1-< ~ { 2e2""t<p~ I"'" I+) /~(t) dt) 
k=M+i h=M+i 0 

in the case of the first mixed problem and in the case of the second 
or third mixed problems if either a¥= 0 in D or cr(x) ¥= 0 on oD, 
while 

N 

II SN(x, t)-SM(x, t) llh•<Dtl= ~ U~(t)(1+l A." I) 
h=M+1 

N T 

-< ~ [ 2enkt<p~ (1 +I"'" I>+ 1 t ~""'I" I ) /~(t) dt J 
h=M+i 0 

N T 

~ [ e2'-ht (1 + 1 "'"I) cp~ + ~ /~(t) dt J 
h=M+l 0 

if a = 0 in D arid cr == 0 on oD. That is, in both cases 
2 II SN(x, t)-SM(x, t) IIH•<Dt> 
N T 

-<C1 ~ { cp~e2""t(1+1 "'"I>+ j f~(t)dt). (27) 
h=M+i 0 

Together with this inequality, we also have, in view of (26'), the 
inequality, 

N 

II S N(x, t) llh•<Dt> =II U tVt + ~ U ~tVh ~~~'(D > 
h=2 t 

N T 

-<C2 ~ ( cp~en"t (1 +I A~t I)+) /~(t) dt) (28) 
h=i 0 
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valid for all t E [0, T] and any N >- 1. Integrating the inequalities 
(27) and (28) with respect to t E (0, T), we obtain 

N T 

II S N-S M IJ~1, o<Or><Ca ~ ( cp~ +) /~(t) dt), (29) 
lt=M+i 0 

N T 

IISNII~l,o<Qr><C~o ~ (cr~+) f~(t)dt). (30) 
1!=1 0 

According to (20) and (20'), the series with general term cr: + 
T 

+) f:{t) dt converges. Therefore it follows from (29) that the 
:o 

series (24) converges in H 1, 0(Qr). and consequently its sum u(x, t) 
belongs to H 1• 0 (Qr) and satisfies the boundary condition (3) in the 
case of the first mixed problem. Passing to the limit as N-+ oo 
in the identity (23) in the case of the first problem or in (23') in the 
case of the third (second) problem, we find that the function u (x, t) 
satisfies the identity (12) or the identity (13), respectively. Hence 
u(x, t) is a generalized solution. Inequality (25) follows from (30) 
if we pass in it to the limit as N-+ oo and use the identities (20) 
and (20'). I 

Note that the existence of the generalized solutions of the above 
mixed problems can be established, as in the case of a hyperbolic 
equation, by the Galerkin method. 

3. Smoothness of Generalized Solutions of Mixed Problems. Exis
tence of an A. E. Solution and the Classical Solution. In investigating 
the smoothness of generalized solutions we shall confine our discus
sion to the first and second (in the boundary condition (4) a = 0) 
mixed problems for a particular case of Eq. (1), the heat equation 
(in (1) k = 1, a= 0), though analogous results can be obtained by 
the same method in the general case if the coefficients and the func
tion a are sufficiently smooth. 

Let u(x, t) be a generalized solution of the first or second mixed 
problem for the heat equation 

and either 

Ut-f1U= /, 

U lt=O = cp 

uJrr=O 
in the case of the first mixed problem or 

au j -0 an rr-

in the case of the second mixed problem. 

(31) 

(32) 

(33) 

(34) 
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Let us recall (see Sec. 2.4, Chap. IV) that if. the boundary {)D 
of the region D belongs to the class C,. for some r > 1, then the 
generalized eigenfunctions v"(x), k = 1, 2, ... , of the first and 
second boundary-value problems for the Laplace operator belong 
to the spaceSH2J(D) and ll" Jfi'(D), respectively, that is, they belong 
to H'"(D)~$J.nd on aD satisfy the boundary conditions 

[0] 
vh /av = ... = ~ 2 v" /av = 0, k=1, 2, ... 

in the case of the first boundary-value 'problem, while in the case 
of the second boundary-value problem for r > 1 the boundary condi
tions 

av" I a [_;:_] -1 -a- =···=-a ~ 2 vk /av=O, n av n 
k=1, 2, ... ' 

when r = 1, Hjr(D) = Iljy-(D) = H 1 (5- ). 
LetB~' 1 (QT) denote a subspace ·of the space H 21 , 1(QT), with 

integer(l > 1 (se(Sec. 7.2, Chap. III), that functions f in JP1,1(QT) 
such that · 

f/rT= ·· · =~1-1f/rT=0; 
- 11 . -o o when l = 0, by H'YtJ (QT) we shall mean the space L 2(QT): Hj; (QT) = 

=no, 0(QT) = L2(QT>· 
With integer l > 1, we let iil~_;p..t(QT) denote a subspace of the 

space JP1, 1(QT) that contains all functions f in H 21 • 1(Qd such 
~~ ' 

. at I - - a ~Hf·l - O· an r·- ... :-.an ' r1'.- ' 
T .. 

when l = 0, by fi~i- 1 (QT) we ."shall mean the space L 2(QT): 

iio_).(QT) ,. L2(QT>· 
The following statement is:valid. 
Theorem 4. Let aD E C2" f~r some s:;;,;. 1, and let cp E H~- 1(D), 

f EfiJJ;•-i), <s-i)(QT) in the case of the first mixed problem (31)-(33) 

while qJ E H% 1(D), f E n2j.-i), (s-1) (QT) in the case of the second 
mixed problem (31}, (32), (34). Then the generalized solution u(x, t) 
of each~ of these problems belongs to the space H 2"· "(QT) and the series (24) 
converges to it in the space !f'l•, "(QT)· Moreover, 

II U !IH2s, s(QT) <;;: C (IJ qJ IIH2s-1(D) +II f IIH2(B-ll1 (S-ll(QT)), (35) 

where the positive constant C does not depend on q> or /. 
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Note that the hypothesis of Theorem 4 assumes the fulfillment 
of, besides:_ the smoothness of the given functions, the conditions 

'P laD= • • • = ~,_1 1P laD== 0 
and 

I lrT = · ·. = Lls-2/lrT = 0 

in the: case of the first mixed problem and the conditions 

~ j = ... = .!._ Ll s-zrp laD = 0 on aD on 
as well as 

_!l_j = ... = .!._ N-2flr = 0 on rT on T 

in the case of the second mixed problem. These conditions are neces
sary for the validity of Theorem 4 regarding convergence, in IP8• 8 (QT), 
of series (24) to the generalized solution of the corresponding mixed 
problem. However, if we are interested only in smoothness of the 
generalized solution (and not in the convergence to it of the Fourier 
series) then, as in the case of hyperbolic equations (see Theorem 3', 
Sec. 2.4, Chap. V), these conditions can be very much weakened; 
they can be replaced, as in the case of hyperbolic equations, by 
compatible conditions on rp and I on oD 0 • 

Proof of Theorem 4. According to Lemma 2, Sec. 2.4, Chap. V, 
the functions fk(t), k = 1, 2, ... , defined by (19) belong to the 
space ns-l (0, T) (and therefore to cs-2([0, T]) for s :> 2). Conse
quently, the functions uk (t), k = 1, 2, ... , defined by (21) and 
satisfying Eqs. (22) on (0, T) belong to the space H 8(0, T) and 
therefore to cs-1([0, T]). Hence, by the properties of the eigenfunc-

N 

tions vk(x), the partial sums S N(x, t) = 2} Uk(t) vk(x) of the 
k=1 

series (24) belong to the space if~· 8(QT) and for all t E [0, T] to the 

space HJb(Dt) in the case of the first mixed problem or in the case 

of the second mixed problem they belong to the space H~8 (QT) 
andlfor all t Et(O, T] to the space H}.(Dt)· Moreover, for p = 1, ... 

. . . , s the functions a;;: belong to the space H 2(s-p), s-p(QT) and 

for all t E [0, T] to the space H'fb(Dt) in the case of the first mixed 
problem or, in the case of the second mixed problem, to the space 
HJ(D 1). Therefore, in view of Lemma 3, Sec. 2.5, Chap. IV, and 
orthogonality of eigenfunctions vk(x) in L 2(Dt), for all t E [0, T], 
any p = 0, ... , s and any M and N, 1 ~ M < N, we have the 
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N 

= C ~ I'), \2(s-p) ( dPUk )2 
1 LJ k dtP • (36) 

k=M+1 

Similarly, for all tE[O, T], any p=O, ... ,sand any N?;:1 
N 

II 8PSN 1'2 <.Ct ~ I A.k \2(s-p) (dPUk)2 
8tP IH2(8-p)(D ) dtP 

t k=1 

for the first mixed problem (A.1 =I= 0) and 

ll 8PSN 112 =II ()P (U1v1} + ()P (SN-S 1) 112 
()tP H2cs-p)(Dt) ()tP ()tP H2cs-p)(Dt) 

( dPU 1 ) 211 1 
<. 2 ---alP VI D I 11

2 2 11 ()P (SN-S1) 112 
H2cs-p)(Dt) + 8tP H2cs-p)(Dt) 

N 

<.Cz ( { ~t~~ )2 +~I '),k 12(s-p) (a;%" )2) 
k=2 

for the second mixed problem ('A1 = 0). Thus, in both cases, for all 
t E [0, T], p = 0, ... , s, N > 1 

N 

II 8PSN 112 <,.C3 { { dPU1 )2 + ~I A.k l2(s-p) { dPUk )2) • (37) 
()tP H2cs-p)(D ) dtP dtP 

t k=1 

Integrating inequalities (36) with respect to t E (0, T) and summing 
over p, p = 0, ... , s, we obtain 

N 

IISN-SMII!2s,s(QT)<.Ct ~ ~ I'Ak\2(s-p)ll ~t~k ~~~t(O,T)• (38) 
p=O k=M+i 

Analogously from inequalities (37) we obtain 

N 

+ ~ I "'" 12<•-v> II a;t~" 11~.(0, T)) • (39) 
k=1 
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Next we use the following lemma whose proof will be given later. 
Lemma 2. Let aD E C2q+2 for some q ~ 0 and let qJ E H'1;+ 1(D), 

IE il~·q(QT) in the case of the first mixed problem (31)-(33) while 

in the case of the second mixed problem (31), (32), (34) qJ E H:;- 1 (D), 
-2q q~ IE Hj (QT)· Then for any p, 0 ~ p ~ q + 1, 

ex: 

~ I "'k l2(q+i-p) II ~t~k 11~.(0, T) <;C (II {jJ ll~!q+l(D) +II I 11~2q, q(QT)), (40) 
k=1 

where the positive constant C does not depend on qJ or f. 
In view of this lemma (with q = s- 1), from inequalities (38) 

it follows that the series (24) converges in N2"· "(QT)· Therefore 
the generalized solutions of the problems (31)-(33) and (31), (32), (34) 
belong to the space H 2"· 8 (QT) (and even to il'1J "(QT) or to il~Jj/(QT), 
respectively). Passing to the limit as N-+ oo in (39) and taking 

into account (40) and the obvious inequalities II ddPUP1 11 2 ~ 
t L,(O, T) 

~ const (II qJ lli.<D> + II I 11~2c•-1>, c•-i>(QT)), p = 0, ••• , s, we obtain 

the inequality (35). I 
Since a generalized solution of the mixed problem that belongs 

to the space N2· 1(QT) is an a.e. solution, Theorem 4 with s = 1 
implies the following result. 

Corollary. Let aD E C2 , f E L 2(QT), and let qJ E ffl(D) in the 
case of the first mixed problem (31)-(33) while qJ E Hl(D) in the case 
of the second mixed problem (31), (32), (34). Then the series (24) con
verges in H2•1(QT) and its sum is an a.e. solution of the problem (31)
(33), or of the problem (31), (32), (34), respectively. Furthermore, 

II u IIH2• l(QT)< c (II {jJ IIH•(D) +II I IIL,(QT)), 

where the positive constant C does not depend on qJ or f. 
Before establishing Lemma 2, which we used in the proof of 

Theorem 4, we shall prove the following auxiliary assertions. 
Lemma 3. If f(x, t) E Ir'· 0(QT), r ~ 1, and g(t) E L2(0, T), 

then the function 
T 

h (x) = ) f (x, t) g (t) dt 
0 

belongs to Hr(D), and for any a=(a11 ... , an), lal<;r, 
T 

D~h(x) =) D~f(x, t)g(t)dt. 
0 

(41) 
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If, moreover, fir =0, then hlav=O and if !1 I =0 for r~2, 
T vn rT 

then ~h I = 0. 
vn {JD 

Proof. First note that the fact that f belongs to L 2(QT) implies 
hE L 2(D). Indeed, since f(x, t) g (t) E L 1(QT), by Fubini's theorem 

T 

h (L1'_(D) and since, apart from this, h2(x) ~ \ f2(x, t): dt X 
~ 

X ll{gjlli.<o. T>• we find that h E L2(D). 
Hence the function h and the functions 

T 

ha(x)= J D~f(x, t)g(t)dt, a=(a1, ••• ,an), laJ<;;:r, 
0 

belong to L 2 (D). 

Take an arbitrary function rJ(X) E C\D). Evidently, g(t) l](x) E 
E nr, 0(QT), so for any a, I a I ~ r, 

) ha(x) rJ(X) dx = ) D~ f(x, t) · rJ(X) g(t) dx dt 
D QT 

=(-1)Jal J f(x, t)·D~r](X)·g(t)dx dt=(-1)1a 1 ) h(x) D~rJ(x)dx. 
~ D 

Consequently, h has generalized derivatives D~h = ha, I a I~ r. 
which belong to L 2(D), that is, h E W(D). 

If . fir = 0, then for any function rJ(x) E C1(i5) and any i = 
. T 

= 1, 2, ... , n 

J hx1r]dX= J fx1(x, t} rj(x) g(t)dxdt 
D QT 

· = - J f(x, t) r]xi(x) g(t) dx dt = - J hr]x1 dx. 
QT D 

On the other hand, since h E H 1(D), for arbitrary rJ E~C1(.D) 

I hxir]dx-= r hrJni dS- f hrjxidx, 
D aD D 

where n1(x) are components of outward normal vector to fJD at the 
point x. Consequently, for any rJ(i)iE C1(fJD), 

J hr]n1 dS == 0, i = 1, •.. , n, 
ilD 
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which implies that hloD = 0 (compare with the proof of Lemma 4~ 
Sec. 2.4, Chap. V). 

If r ::;_;:.. 2 and 0°! j = 0, then (compare with the proof of Lem
n rT 

rna 4, Sec. 2.4, Chap. V) for any function 11 E C2(D) 

5 Ah(x) · 11 (x)dx = ) Af(x, t) · TJ(X) g(t) dx dt 
D QT 

= - .~ Vf(x; t) •VTJ(x) g(t) dx dt = - ~ Vh · VTJ dx. 
QT D 

Onithe other hand, since hE JI2(D), 

~ Ah·Y)dX=) ;~ Y)dS- ~ Vh·VY)dx 
D BD D 

for any TJ E C1(D). Therefore, for any TJ E C1(8D), 

r !!!:.. 'YI ds = o J i)n 'I ' 

that is, 0°h \ = 0. I 
n BD 

BD 

Corollary. Let the function g(t) E L 2(0, T) and let. the function 
f (x, t) belong to the space ii2j;· r(QT) or to the space ff2Jj/(QT) for 

some r > 0. Then the function h (x) belongs to the space H7i(D) or to 

the space H'5r(D), respectively; and for any a= (a11 ••• , an), I al ~ 
~ 2r, formula (41) holds. 

Lemma 4. Let aD E C2• If for some q~O the function f(x, t) E 
E H-zq, q(Q ) tl f 0 i)Pj E H-z(q-p), q-p(Q ) :z; T , ~en or any p, p = , ... , q, otP :z; T • 

If IE H-zq, q(Q ) h f -0 aPf E H-zcq-p), q-p(Q ) Jl/ r , t en or any p, p- , ... , q, atP Jl/ T • 

Proof. The conclusions of this lemma for q = 0 and q = 1 are 
evident. When q > 2, the first statement is a direct consequence 
of the following assertion established in the proof of Lemma 4, 
Sec. 2.4, Chap. V: if G E H2(QT) and GirT = 0, then Gtl rT = 0. 
The second statement of the lemma follows, obviously, from the 
JJ.ext assertion: if G E H 4 • 2(QT) and 0°G j = 0, then °0Gt j = 0. 

. n rT n rT 
Note that this is proved exactly in the same way as the similar 
statement in Lemma 4, Sec. 2.4, Chap. V. Indeed, since 0

0G j = 0, 
n rT 
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for any f) E C2(Qr), f) ln0 = f) lnT = 0, we have 

I dGrf)dxdt=-) dG·f)tdxdt= J VG·Vf)tdxdt 
QT QT QT 

=- J VGt·Vf)dxdt. 
QT 

On the other hand, 

) dGt·f)dxdt= J ~:t ·f)dS dt- I VGt·V'I")dxdt. 
QT FT QT 

Hence 

J ~:t · '11 dS dt = 0 
rr 

for any f) E cz(f T)' f) I an. = f) I an = 0. Consequently' a[}Gt I = 0. I 
T n rT 

Lemma 5. Let aD E C2 , and let f(x, t) EilY;· q(Qr) or f(x, t) E 
Eiljrq(Qr) for some q;;;?:O. Then for any p, p=O, .•• , q, 

00 

~ l"-~tl2(q-p)ll :~k II~.(O,T)-<Cllfll!2q,q(QT)' (42) 
1!=1 

where the positive constant C does not depend on f. 
Proof. According to Lemma 2, Sec. 2.4, Chap. V, for any: p. 

dPfl! (t) r [}Pf (x, t) 
0-<p-<q, dtP = J otP vk(x) dx, therefore 

D 

T 

=I"-~< l2(q-p) J () oPf~~; t) dP~:Jt) dt) Vk(x) dx 
D 0 

T 

= /..'f.-P J ( J [}P~~~' t) d~~(t) dt) dq-pVk(X) dx. 
D 0 

According to Lemma 4, the function oPt~;; t) belongs t() 

fl~q-p), q-p(Qr) or to fljj.-p>, q-p(Qr), respectively; this means, 

in view of Corollary to Lemma 3, that the function 
T 

O
i [}Pf(x, t) dPfk (t) dt belongs to H2J.q-p)(D) or, respectively, t() J [}tP dtP .u 



nz;-P>(D). Hence 

T T 

I A~t J2(q-p) ) ( dP~:;t) ) 2 dt = J.~-P ) !1q-p ( ) ;:! ::: dt) · vk dx 
0 D 0 

= Aq-p i tlq-p {}Pj(x, t) dPfk(t) ( ) d dt 
k J iJtP dtP Vk X X 

QT 
T 

= A~-p J J ( /l~-p iJPf~~; t) ) ( J iJPf~;; t) Vk(x) dx) V~t(Y) dy: dt 
D 0 D 

T 

= M-P ) ( J iJPf~;; t) g~>(t) dt ) V~t(x) dx 
D 0 

T 

= J ( J {}P~~~· t) g~>(t) dt) tlq-pvk(xfdx, (43) 
D 0 

where, by Lemma 2, Sec. 2.4, Chap. V, the function g~>(t)= 

= \ tlq-p iJP~~; t) • V~t(x) dx belongs to L2(0, T). The function 
b 

tlq-p iJPf~~; t) E L2(QT), therefore for almost all t E (0, T) 
co 

Aq-p iJPf(x, t) E L fD ) 
L1 ? • iJtP and for almost all t E (0, T) L, (g~P> (t)) 2= 

11=1 

= 1111q-p ;:! ~~~•(Dt>. Consequently, 

co 

~ II g~> lli.(o, T) =II !1q-p :;: II~.<Qr> <:const II f ll~2q, q(Qr>" (44) 
k=1 

Since, by Lemma 4 and Corollary to Lemma 3, the function 
T p 

) 8 ~~~ t) g~> (t) dt belongs to H~q-p) (D) or to H.,.-P)(D), from (43) 
0 

we have 
T p 

I Ak l2(q-p) J ( d ;;p(t) ) 2 dt 
0 

T T 

= J ilq-p { J oPt~:; t) glf>(t)dt) vk(x)dx= ) (g<,r>(t) 2 dt. 
D 0 0 

which immediately yields (42) if account is taken of (44). I 
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Proof of Lemma 2. Since the function f E nzq, ll(QT) c H7(QT), 
the functions fk(t), k = 1, 2, ... , belong to Hq(O, T) (Lemma 2, 
Sec. 2.4, Chap. V). Therefore, according to (21) and (22), the func
tions U.,.(t), k = 1, 2, ... , belong to H7+1 {0, T). It follows from 
(22) that for any p, 1 ~ p ~ q + 1, 

tE(O, T). 

Accordingly, for the proof of (40) it suffices; in view of the inequali
ty (42) of Lemma 5, to establish that 

00 

~ I A11. I2CHOII U 11. lli.co, T).<;:const (II cp ll~zq+l(D) +II fll~zq, "<Q >). (45) 
k=1 T 

We multiply (22) by u~~. and integrate the resulting identity with 
respect to t E (0, T). Using (22'), we obtain 

T T 

~ Ul,(T)- ~ cp~ - A~t i U~(t) dt = J f~~.(t) U k(t) dt, 
0 0 

from which (Ak.<;:O) we have the inequality 

I Ak Ill U 11. lli.co, T>< + cp~ +II /11. IIL,(O, T) II U 11. IIL,co, T) 

and hence the inequality 

l A11. 12q+ 2 11 U 11. lli.co, n<: + cp~ (A~t) 2H 1 

+ (I Ak lq II fk I!L.co, Tl) (I A~t IH1 II U 11. IIL,(o, T>)<-} cpl.l Ak 127+ 1 

+ ~ I A~t l2q II /11. lli.co, Tl ++I A~t 127+ 2 11 U 11. lli.co, T) • 

Thus 

I A11. 127+ 2 11 U 11. lli.co, T>< cp~ I A~t 127+ 1 +I A11. l2q II /11. IILco, T>• 
and consequently inequality (45) follows from the inequality (42) 
(with p = 0) and the inequality (Theorem 8, Sec. 2.5, Chap. IV) 

00 

~ cp~ I A~t 127+ 1 .<;:const II cp 111-zq+l(D)' 1· 
11.=1 

Now we shall prove the existence theorem regarding the classical 
solutions of the problems (31)-(33) and (31), (32), (34). 

Notelthat iff E H 2• 1(QT), then the functions u~~.(t), k = 1, 2, ••. , 
defined. by (21) belong to the space H 2{0, T), and consequently 
to the space C1{[0, T]). 
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If aD E cl ~ ]+ 3 , then, by Theorem 7, Sec. 2.4, Chap. IV, the 
eigenfunctions vk(x) of the first or second boundary-value problem 

for the Laplace operator in D belong to the space H[ ~ l + 1 (D), and 
consequently (Theorem 3, Sec. 6.2, Chap. III) also to the space C2(D). 
Then the partial sums S N of the series (24) belong to the space 
C2, lWr)· 

Theorem 5. Let aD E C2"•+1, where 2s0 + 1 ~ [;] + 3, and let 

cp E HJj;•+ 1(D), f E HJly'' s•(Qr) in the case of the first mixed problem 

(31)-(33) while cp E H~+ 1 (D), f E ff~ 50 (Qr) in the case of the 
second mixed problem (31), (32), (34). Then the series (24) converges 
in C2• 1(Qr) and its sum is a classical solution of the first mixed problem 
(31)-(33) or correspondingly of the second mixed problem (31), (32), 
(34). Moreover, 

II U Jlcc~r> < C ( lllcr IIH2so-1(DJ +II f IIH2(so-1), s0 -1(QT)), ( 46) 

where the positive constant C does not depend on cp or f. 
Proof. We start by establishing necessary estimates for the func

tions U k(t) and its derivatives Ui,(t), k = 1, 2, . . .. By formu
la (21) we obtain 

1 I Uk(t) 1-<1 CJJk I+ Y2 l Ak I II fk IIL.(O, T) when k > 1 

and 

I ut (t) 1-<1 crt 1 + ct II /1 IlL.< a. r>, 

where C 1 = 1/ V 2 I A1 I in the case of the first mixed problem and 
C1 = Y T in the case of the second mixed problem. Then from (22) 
it follows that for all t E [0, T] 

I u;. I (t) 1-< I t..k II u k I+ I fk I< I A.k II crk I+ I fk I 
YiA-kl I I + yz Ilk !L.co,T) when k~1. 

Therefore for all t E [0, T] 

U~(t)<;::2j CJJk 1 2 +-rb-IJf~tiiL<o,r>, k>1, (47) 

U~(t) <;:: 2cp~ + 2C~ II /t!IL<o. T)• 

Ui.2(t)< 3A.k CJJk + ~ P.·k Ill /k IIL<o, T) + 31 fk 12 , 

We shall prove the following auxiliary assertion. 
25-0594 

(47') 

k~ 1 (48) 
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Lemma 6. Let f(t) be an arbitrary function in H 1(0, T) and e an 
arbitrary number from (0, T]. Then for all t E [0, T] the inequality 

/ 2(t)-< ! II I 1/l.(o, T) +2e II r 1/i.(o, T) (49) 

holds. 
Proof of Lemma 6. Let a denote the average value of f over the 

interval (0, T): 
T 

IX= ; ) I (t)dt, 
0 

and on [0, T] consider the eontinuous function 

fa(t) = f(t) - a. 
T 

Since J fa(t) :dt = 0, there exists a point t0 E (0, T) such that 
0 

fa (t0) = 0. Therefore for all t E [0, T] and any s > 0 
t T T.J 

f~(t) = 2 ) f a(t) f~(t) dt-< + ) /~(t) dt + e ) /'2 (t) dt. 
t• 0 0 

Consequently, for any t E [0, T] and any e, 0 < e:::::;;; T. we have 
T T 

/ 2(t)-2af(t)+a2 -<+() /2(,;) d,;-2a J f(,;)d,;+a2T) 
0 0 

T T T 

+ e \ /'2(,;) d,; =+ J f2(,;) d,;+e J j'2(,;) d,;- a:T 
0 0 0 

T T 

-< + J /2(,;) d-c + e J /'2(T) d1:- a 2, 
0 0 

from which follows the )nequality 

f /I I 1/i.<o, T) +e. II!' 1/i.<o, T);:::: 2a2 - 2a.f(t) + /2(t) 

= (V2 a- ;2 f(t) )2 +fit);:::: f2it) 

coinciding with inequality (49). This proves the lemma. 
We consider the inequality (48) for k such that I "-11. I > 1/T; 

let k0 denote the least of these k. Then, by Lemma 6, for all k > k0 

(recall that the sequence I "-11. I is monotone nondecreasing) 

fk(t) 12-<21"-11. Ill !11. lli.<o, T) + 1 :11. I II /1.1/l.<o, T) 
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Substituting the last inequality in (48), for all t E [0, Tl!and k :>- k 0 

we obtain 

V/.2(t)<; 31..~ cp: + 1
2
5 I A~t Ill fk liL<o, T) + 1 :h 1 I! /i. [IL<o. T) 

<; 8 ( /,k q:1 +I A~t Ill fk lli.<o, T) + I A~ I II /l.[ll,<o T)). (50) 

According to Theorem 3, Sec. 6.2, Chap. III, Lemma 3, Sec. 2.5, 
Chap. IV, and inequalities (47) and (50), we have for all t E [0, T) 
and all M and N, k0 ~ M < N, 

II s N- s M li~•(Dt) + ll :t (S N- s M) ll~(l)t> 
-< cf (II s N-S M 11~2,o+l(DI) +II ! (S N- s M) 11~2s.-l(DI) ) 

N 

-<C2 ( 11 ~ Uh(t) il'•vk(x) II~•(D1 )) 
h=M+I 

N 

+II ~ Ui.(t) il'•-t V~t(x) II~•<Dt> 
k=M+I 

N 

-<C3 h ([l..~tl2s.+t U~(t)+J:I..~tl2•·-1 Ui.2(t)) 
k=M+1 

N 

-< c,. ~ ( cp~ I t..k 12'"+1 + t..~'•Jif~tiiL<o. T> + l..k'.-2 II fit liLa. T>). 
k=M+I 

Consequently, 
N 

IISN-SMII~2•l<Q";-<Cs Lj (cp~ll..~tJ 2'•+ 1 
T II=M+l 

+I A~t 12'"11 ik Iii.< a. T) + t..~··- 2 11 fl. lli.<o. T)). (51) 
Analogously, with the aid of (47'), we find that for all tE[O, TJ 

and all N;;:::1 the inequalities 
N 

,, SN II~(D)-<Ce/1 SN 11~2s.-l(Dt>-<C7 (U~(t) + ~I Ak 12'·-l v:(t)) 
t k=l 

N 

-<Cs (cpf+ II ftlli.(o, T>+ 2J (cp~ I A~t [2s.-t + t..~··- 2 /l fk liLa. Tl)) 
k=l 

hold and therefore also the inequalities 

II S N 1/~<QT>-< c, ( cp~ +II ftlli.<o. T) 

N 

+ Lj (cp~ I A~t 12'"- 1 + t..~··- 2 11 fk IIL(o, T>)) · (52) 
k=1 
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Since the function {j) belongs to the space H7Jy•+ 1(D) in the case 

of the first mixed problem and to the space nz;r+\D) in the case 
00 

of the second mixed problem, the series h {j)~ I 'Ak 12••+ 1 converges. 
1<=1 

Besides this, since {j) belongs to H~"- 1 (D) or correspondingly to 

nz;;.- 1(D), it follows (Theorem 8, Sec. 2.5, Chap. IV) that 
00 

k'f! cp~ I 'Ak J
28" - 1 < const II {j) 1/!2•. -l(D). (53) 

Since for the first mixed problem f E ITfff' '•(QT) and for the 

second mixed problem f E ff2Jf '•(QT), the series 
00 00 

~ I 'Ak 128" II fk /IL<o. T> and 
h=l 

'i;l J'A J2(s.-1)JI/'JJ2 LJ k k L,(O, T) 
k=1 

converge, in view of Lemma 5. Moreover, using the fact that f 
belongs to the space ii'Jjy"·- 0 ·•·- 1(QT) or, correspondingly, to the 

space fiJ;~-1),s•- 1 (QT) and by inequalities (42) of Lemma 5, we 
have 

00 

"~1 I 'Ak 12 <•.- !) I! fk /ILo. T)< const II f 1/!z<s. -1 ), '• -1 (QT). (54) 

Therefore from inequalities (51) it follows that the series (24) 
converges in C2•1(QT) and its sum u(x, t) belongs to C2·1(Q1) and 
consequently is a classical solution of the corresponding mixed 
problem. The estimate (46) follows from the inequalities (52)-(54). 
This completes the proof of the theorem. 

PROBLEMS ON CHAPTER VI 

1. Let D be a bounded region of the space Rn, n > 2, and x0 a point in D. 
Let the function u(x, t) E C2 ,1 ( {x E D"'-.x0 , 0 < t < T}), T > 0, satisfy 
the homogeneous heat equation in {x E D"'-_x0 , 0 < t < T}, and let 
u (x, t) I x - x0 ln-2 -+ 0 as x-+ x0 uniformly in t E (0, T). Show that the 
function u (x, t) can be redefined on the set { x = x0 , 0 < t < T} so that 
the resulting function will belong to C00 ( {xED, 0 < t < T}). 

2. Let the function u(x, t) belong to C2,1(t > 0) and be a solution of 
the homogeneous heat equation in the half-space {t > 0 }, and let there be 
a function A(x) such that u(x, t)-+ A (x), as t-+ oo, uniformly in x E {I x I < 
< R} for any R > 0. Prove that the function A (x) is harmonic in Rn· 
. 3. Let the function !p(x) belong to C(Rn) and satisfy the inequality I !p(x) I~ 
·~ Cealx1 2 , where c· and a are positive constants, for all x ERn. Prove that 
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the Cauchy problem 

Ut- ~u = 0, (1) 

u lt=O = <p(x) 

has a solution u(x, t) in the strip {x ERn, 0 < t < 4~}. This solution is 

given by Poisson's formula and belongs to the uniqueness class B 2 • 

If the function <p(x) E C(Rn) and satisfies the condition: for any e > 0 
there exists a C = C(e) > 0 such that 

I <p(x)l < ce*' 2 for all X E Rn, (2) 

then the result of Probl. 3 implies that in the half-space {t > 0} there exists 
a solution of the Cauchy problem for the homogeneous heat equation with 
the initial function <p (x) belonging to the uniqueness class B 2; moreover, this 
solution is given by Poisson's formula. · 

4. Suppose that the function <p(x) E C (Rn) and for any e > 0 there is 
a constant C = C(e) > 0 such that (2) holds. Let u(x, t) (belonging to the 
class B 2) denote a solution of the Cauchy problem 

.Ut- ~u = 0, t > 0, 
(3) 

u lt=O = <p(x). 

Prove the following assertion. If there exists a function A (x) such that for 

any R > 0 a:pn ~ u(~) d~-+ A (x), as p --+ oo (ern is the surface area 

lx-61<P 
of the unit sphere in Rn), uniformly with respect to x E {I x I < R }, then 
lim u(x, t) = A (x) uniformly with respect to x E {I x 1 < R} (for any 
f-+00 

R > 0); moreover, A (x) is a harmonic function. 
5. Let u(x, t) be a solution of the Cauchy problem (3) belonging to B 2 , 

where <p(x) E B(Rn>• and let lim u(O, t) = A. Prove that then for any 
t-oo 

point x E Rn lim u(x, t) = A. 
t-oo 

6. Show that the solution u(x, t) of the Cauchy problem (3) with <p E B(Rn) 
is an analytic function of (x, t) in the half-space {x E Rn, t > 0 }. 

7. Show that, if aD E C2, the classical solution of the first mixed problem 

Ut - ~u = 0, (x, t) E QT = {D X (0, T) }, 

u ln0 = <p(x), 

u lr = 0 
.T 

is a generalized solution of this problem. 
8. Prove existence and uniqueness theorems concerning generalized solutions 

of the first, second and third mixed problems for the parabolic equation (prob
lems (1)-(3) and (1), (2), (4) from Sec. 2.1) without assuming that the func
tions a(x) and cr(x) are nonnegative. 

9. Let the function u(x, t) belong to C2•1(QT) n C(QT), satisfy the homo
geneous heat equation (u1 - ~u = 0) in QT and the homogeneous initial con
dition (ulno = 0, D 0 is the base of the cylinder QT). Prove that then 

u E C00 (QT U D 0). Prove also that for any point (x, t) of the cylinder 
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{D' X (0, T)} where D' ~ D 0 , p = inf I x' - x" I > 0, 
x'EaD' 
x"EaDo 

p2 
-81' 

1 Drx u(x, t)l < C(a, T) 2ao+a:+···+an+ 2 11 u llc(Qrl' 
p 

aac+···+an 
where a= (a0 , a 1 , ••• , an), Dau = u and C(a, T) is a positive con-

au <>an at ... uxn 

stant depending only on the vector a and the number T. 
10. Let the function cp E B(Rn) and Di, i = 1, 2, ... , be a sequence of 

00 

regions of the space Rn, D; c Di+1• i = 1, 2, •.. , U D; = Rn. Let Ui(x, t) 
i=1 

be the solution of the equation Ut - ~u = 0 in D; X (0, T) that is continuous 
in (D; X [0, Tl} and satisfies the initial condition uilv. = cp. Suppose that 

' II Ui lie - 1 ~ C, where the positive constant C does not depend 
(DiX[O, T) 

011 i. Then the sequence Ui, i = 1, 2, ... , converges uniformly in (x, t) E 
ED X [0, T], where D is an arbitrary bounded region in Rn, to the (bounded) 
solution of the Cauchy problem in the strip {x E Rn, 0 < t < T} for the homo
geneous heat equation with the initial function cp. Prove this. 
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