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Preface 

This is essentially a book on linear algebra. But the approach is somewhat 
unusual in that we emphasise throughout the geometric aspect of the 
subject. The material is suitable for a course on linear algebra for mathe­
matics majors at North American Universities in their junior or senior year 
and at British Universities in their second or third year. However, in view 
of the structure of undergraduate courses in the United States, it is very 
possible that, at many institutions, the text may be found more suitable at 
the beginning graduate level. 

The book has two aims: to provide a basic course in linear algebra up 
to, and including, modules over a principal ideal domain; and to explain 
in rigorous language the intuitively familiar concepts of euclidean, affine, 
and projective geometry and the relations between them. It is increasingly 
recognised that linear algebra should be approached from a geometric 
point of VIew. This applies not only to mathematics majors but also to 
mathematically-oriented natural scientists and engineers. 

The material in this book has been taught for many years at Queen 
Mary College in the University of London and one of us has used portions 
of it at the University of Michigan and at Cornell University. It can be 
covered adequately in a full one-year course. But suitable parts can also be 
used for one-semester courses with either a geometric or a purely algebraic 
flavor. We shall give below explicit and detailed suggestions on how this 
can be done (in the "Guide to the Reader"). 

The first chapter contains in fairly concise form the definition and most 
elementary properties of a vector space. Chapter 2 then defines affine and 
projective geometries in terms of vector spaces and establishes explicitly the 
connexion between these two types of geometry. In Chapter 3, the idea of 
isomorphism is carried over from vector spaces to affine and projective 
geometries. In particular, we include a simple proof of the basic theorem of 
projective geometry, in §3.5. This chapter is also the one in which systems 
of linear equations make their first appearance (§3.3). They reappear in 
increasingly sophisticated forms in §§4.5 and 4.6. 

Linear algebra proper is continued in Chapter 4 with the usual topics 
centred on linear. mappings. In this chapter the important concept of 
duality in vector spaces is linked to the idea of dual geometries. In our 
treatment of bilinear forms in Chapter 5 we take the theory up to, and 
including, the classification of symmetric forms over the complex and real 
fields. The geometric significance of bilinear forms in terms of quadrics is 
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Preface 

taken up in §§S.S-S.7. Chapter 6 presents the elementary facts about 
euclidean spaces (i.e., real vector spaces with a positive definite symmetric 
form) and includes the simultaneous reduction theory of a pair of symmet­
ric forms one of which is positive definite (§6.3); as well as the structure of 
orthogonal transformations (§6.4). The final chapter gives the structure of 
modules over a polynomial ring (with coefficients in a field) and more 
generally over a principal ideal domain. This leads naturally to the solution 
of the similarity problem for complex matrices and the classification of 
collineations. 

We presuppose very little mathematical knowledge at the outset. But the 
student will find that the style changes to keep pace with his growing 
mathematical maturity. We certainly do not expect this book to be read in 
mathematical isolation. In fact, we have found that the material can be 
taught most successfully if it is allowed to interact with a course on 
"abstract algebra". 

At appropriate places in the text we have inserted remarks pointing the 
way to further developments. But there are many more places where the 
teacher himself may lead off in new directions. We mention some exam­
ples. §3.6 is an obvious place at which to begin a further study of group 
theory (and also incidentally, to introduce exact sequences). Chapter 6 
leads naturally to elementary topology and infinite-dimensional Hilbert 
spaces. Our notational use of d and f!J> (from Chapter 2 onwards) is 
properly functorial and students should have their attention drawn to these 
examples of functors. The definition of projective geometry does not 
mention partially ordered sets or lattices but these concepts are there in all 
but name. 

We have taken the opportunity of this new edition to include alternative 
proofs of some basic results (notably in §§S.2, S.3) and to illustrate many 
of the main geometric results by means of diagrams. Of course diagrams 
are most helpful if drawn by the reader, but we hope that the ones given in 
the text will help to motivate the results and that our hints on the drawing 
of projective diagrams will encourage the reader to supply his own. 

There are over 2S0 exercises. Very few of these are routine in nature. On 
the contrary, we have tried to make the exercises shed further light on the 
subject matter and to carry supplementary information. As a result, they 
range from the trivial to the very difficult. We have thought it worthwhile 
to add an appendix containing outline solutions to the more difficult 
exercIses. 

We are grateful to all our friends who helped (wittingly and unwittingly) 
in the writing of this book. Our thanks go also to Paul Halmos for his 
continuing interest in the book, an interest which has now resulted in the 
appearance of this new edition. 

April 1977 
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Guide to the Reader 

This book can be used for linear algebra courses involving varying 
amounts of geometry. Apart from the obvious use of the whole book as a 
one year course on algebra and linear geometry, here are some other 
suggestions. 

(A) One semester course in basic linear algebra 

All of Chapter I. 

§2.1 for the definition of coset and dimension of coset. 
§3.3. 

Chapter IV, but omitting §§4.2, 4.7, 4.8. 

(B) One semester course in linear geometry 

Prerequisite: (A) above or any standard introduction to linear alge­
bra. 

All of Chapter II. 

§§3.1-3.4. 

Then either (B 1) or (B2) (or, of course, both if time allows): 

(B 1) §§4.7, 4.8. 

Chapter V up to the end of Proposition 12 (p. 118). 

(B2) §§S.I-S.4 (see Note I, below; also Notes 2, 3, for saving time); 
§S.6 but omitting Proposition 10; §S.7 to the end of Proposition 12. 
§§6.l, 6.3, 6.4 to the "orientation" paragraph on p. 144. 

(C) One year course in linear algebra 

The material in (A) above. 
Chapter V but omitting §§S.5-S.7. 

Chapter VI but omitting the following: §6.1 from mid p. 127 (where 
distance on a coset is defined); §6.2; §6.3 from Theorem 2 onwards; 

ix 



Guide to the Reader 

§6.4 from mid p. 144 (where similarity classes of distances are 
defined). 

Chapter VII, but omitting §7.6. 

Notes 

1. §§S.I-S.3 can be read without reference to dual spaces. In particular, 
the first proof of Proposition 4 (p. 93) and the first proof of Lemma 
4 (p. 97) are then the ones to read. 

2. The reader who is only interested in symmetric or skew-symmetric 
bilinear forms can ignore the distinction between ..1 and T. This 
will simplify parts of §S.2, and in §S.3 the notion of orthosymmetry 
and Proposition 6 can then be omitted. 

3. In §S.3, the question of characteristic 2 arises naturally when skew­
symmetric forms are discussed. But the reader who wishes to assume 
2 * 0 in the fields he is using can omit the latter part of §S.3. 

x 



CHAPTER I 

Vector Spaces 

There are at least two methods of defining the basic notions of geo­
metry. The one which appears more natural at first sight, and which 
is in many ways more satisfactory from the logical point of view, is the 
so called synthetic approach. This begins by postulating objects such 
as points, lines and planes and builds up the whole system of geometry 
from certain axioms relating these objects. In order to progress beyond 
a few trivial theorems, however, there must be sufficient axioms. Un­
fortunately, it is difficult to foresee the kind of axioms which are re­
quired in order to be able to prove what one regards as "fundamental" 
theorems (such as Pappus' Theorem and Desargues' Theorem). This 
method is very difficult as an introduction to the subject. 

The second approach is to base the geometry on an algebraic founda­
tion. We favor this approach since it allows us to "build in" enough 
axioms about our geometry at the outset. The axioms of the synthetic 
geometry now become theorems in our algebraic geometry. Moreover, 
the interdependence of the algebraic and geometric ideas will be seen to 
enrich both disciplines and to throw light on them both. (For an intro­
duction to the synthetic approach the reader may consult [4], [9].) 

1.1 Sets 

We shall not define the basic notion of set (or collection, or aggregate) 
which we regard as intuitive. Further, we shall assume that the reader 
is familiar with the simplest properties of the set Z of integers (positive, 
negative and zero), the set Q of rational numbers, the set R of real 
numbers, the set C of complex numbers and the set F p of integers 
modulo a prime p. 

As a shorthand for the statement "x is an element of the set 8" we 
shall write x E 8. If 8 and T are two sets with the property that every 
element of 8 is an element of T, we write 8 c T and say "8 is contained 
in T" or that "8 is a subset of T"; equivalently, we also write T-=:)8 and 
say "T contains 8". Note that according to this definition 8c8. We 
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2 LINEAR GEOMETRY CHAP. I 

shall say that the sets Sand T are equal, and write S = T, if SeT and 
S => T. If the set S consists of the elements x, y, . " then we write 
S = {x, y, ... }. Thus, for example, XES if, and only if, {x} cS. Strokes 
through symbols usually give the negative: for example, "', ¢, ¢ stand 
for, respectively, "is not equal to", "is not contained in", "is not an 
element of". 

If Sand T are given sets then a mapping (or function) f of S into T is 
a rule which associates to each element s in S a unique element sf in T. 
In these circumstances we shall often write f: S ~ T or f: s ~ sf. The 
element sf is called the image of the element sunder j. (It is often also 
written asf(s) or Sf or fs, whichever is the most convenient notation for 
the purpose at hand.) The set of all sf as s varies in S is the image of 
Sunder f, or simply the image off, and is denoted by Sj. If Sf = T then 
we say that f is a mapping of S onto T; if the images under f of any two 
distinct elements of S are distinct elements of T, then f is a one-one 
mapping. (The above definition of mapping seems to involve the 
undefined notion of "rule". A more sophisticated definition can be 
given in terms of the "graph" off which is the set of all ordered pairs 
(s, sf) for s in S. The definition can thus be thrown back on the basic 
concept of set.) 

The notation sf for the image is particularly suitable if mappings are 
to be combined; more specifically, iff is a mapping of S into T and if g is 
a mapping of T into U, then the product fg is the mapping of S into U 
defined by the equation s(fg) = (sf)g. In other words fg stands for 
"apply firstf, then g". If one uses the functional notation, then (fg)(s) 
=g(f(s)). 

On the other hand, there is a situation in which the index notation fs 
for the image is better than sf. This occurs when we are interested in 
"listing" the elements of the image of Sunder j. It is then usual to 
refer to S as the set of indices, to call fs the s-term of f, to write f in the 
alternative form (fS)SES and to call f a family rather than a mapping. 
As s runs through the set S of indices the terms fs run through the 
image of Sunder j. It is important to realize that some of the terms 
will be repeated unless the mapping f is one-one. 

If an arbitrary non-empty set S is given then we can always "list" the 
elements of S by using the identity mapping Is, which sends each element 
of S into itself. 

We mention two familiar examples of this notation: 
1. If I is the set of all positive integers, then (fj)1 E T is a sequence. 
2. If I is the finite set {I, 2, ... , n}, then (f1)iET is an n-tuple. 
If we take note of the natural ordering of the integers, then the se­

quences and n-tuples above are called ordered sequences and ordered n­
tuples respectively. 
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DEFINITION. SUppose that (Mt)tel is a family where eachMt is itself 
a set. We define the inter8ection n(Mt:i e I) of this family to be the 
set of all elements which belong to every Mt (i e I); also, the union 
U(Mt: i e I) is the set of all elements which belong to at least one of the 
sets M t (i e I). Observe that, for this definition to make sense, I cannot 
be empty. 

The intersection and union of the sets M l' ... , M fl are usually denoted 
by Ml n··· n Mfl and Ml U ... U M fl, respectively. 

If we are simply given a (non-empty) set S whose elements M are 
sets, then we index S by means of the identity mapping and use the 
above definition. The intersection n(M: M e S) is therefore the set of 
all elements which belong to every set MinS and the union U(M: M eS) 
is the set of all elements which belong to at least one set M in S. 

EXERCISES 

1. Let S, T be sets, f a mapping of S into T, g a mapping of T into S, and 
denote by Is, IT' respectively, the identity mappings on Sand T. Prove 
that (i) fg = Is implies that f is one--one; and (ii) gf = IT implies that f is 
onto T. Show that if (i) and (ii) hold, then g is uniquely determined by f. 
(In this case we write g = f- 1 and call g the inver8e off.) 

2. The population on an island is greater than the number of hairs on the 
head of anyone inhabitant. Show that if nobody is bald then at least 
two people have the same number of hairs on their heads. 

3. Iff, g, k are mappings of S into T, T into U, U into V, respectively, show 
that (fg)k=f(gk). 

1.2 Groups, Fields and Vector Spaces 

We assume that the reader is to some extent familiar with the concept 
of a vector in three dimensional euclidean space. He will know that 
any two vectors can be added to give another vector and any vector can 
be multiplied by a real number (or scalar) to give yet another vector. 
The primary object of this book is to generalize these ideas and to study 
many of their geometrical properties. In order to axiomatize the addi­
tion of vectors we introduce the concept of a group, and in order to 
generalize the notion of scalar we define a general field. The reader who 
is meeting these abstract ideas for the first time may find it helpful at the 
beginning to replace the general field F in our definition of a vector 
space by the familiar field R of real numbers and to accept the other 
axioms as a minimum set of sensible rules which allow the usual manipu­
lations with vectors and scalars. The subsequent sections have more 
geometric and algebraic motivation and are not likely to cause the same 
difficulty. 
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DEFINITION. Let G be a set together with a rule (called multiplica­
tion) which associates to any two elements a, b in G a further element ab 
in G (called the product of a and b). If the following axioms are satisfied 
then G is called a group: 

G.I. (ab)c=a(bc) for all a, b, c in G; 
G.2. there exists a unique element 1 in G (called the identity) such 

that al=la=a for all a in G; 
G.3. for each element a in G there exists a unique element a- 1 in G 

(called the inverse of a) such that a a -1 = a -la = 1. 
A subset of G which is itself a group (with respect to the same rule of 

multiplication as G) is called a subgroup of G. Note that, in particular, 
G is a subgroup of G and so also is {I}, called the trivial subgroup of G. 

We shall see that the order of the elements a, b in the product ab is 
important (see exercises 2, 3 below). This leads to a further definition. 

DEFINITION. A group G is commutative (or abelian) if 
GA. ab=ba for all a, b in G. 
It is only a matter of convenience to make use of the words "multipli­

cation", "product", "inverse" and "identity" in the definition of a 
group. Sometimes other terminologies and notations are more useful. 
The most important alternative is to call the given rule "addition", and 
to replace thc product ab by the sum a + b, the identity 1 by the zero 0 
and the inverse a -1 by the negative - a (minus a). When this notation 
and terminology is used we shall speak of G as a group with respect to 
addition; while if that of our original definition is employed we shall say 
that G is a group with respect to multiplication. 

The following are important examples of groups: 
1. The integers Z form a commutative group with respect to addition. 

The set Z* of non-zero integers, however, is not a group with respect to 
multiplication. 

2. The sets Q, R, C, F p are commutative groups with respect to 
addition. The set of non -zero elements in each of these sets is a commuta­
tive group with respect to multiplication. 

3. If S is the set of all points in three dimensional euclidean space, 
then the rotations about the lines through a fixed point 0 of S may be 
regarded as mappings of S into S. These rotations form a group with 
respect to (mapping) multiplication. (The rigorous definitions of these 
concepts will be given in Chapter VI.) 

4. The set of all permutations of a set S (Le., all one-one mappings of 
S onto S) is a group with respect to (mapping) multiplication. 

DEFINITION. Let F be a set together with rules of addition and mul­
tiplication which associate to any two elements x, y in F a sum x + y 
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and a product xy, both in F. Then F is called a field if the following 
axioms are satisfied: 

F.I. F is a commutative group with respect to addition; 
F.2. the set F*, obtained from F by omitting the zero, is a commuta­

tive group with respect to multiplication; 
F.3. x(y+z)=xy+xz and (y+z)x=yx+zx for all x, Y, z in F. 

The fields that we shall mainly have in mind in this book are the 
fields Q, R, C, F p listed in example 2 above. 

We are now ready to define the basic object of our study. 

DEFINITION. Let F be a given field and Va set together with rules 
of addition and multiplication which associate to any two elements a, b 
in V a sum a + b in V, and to any two elements x in F, a in V a product 
xa in V. Then V is called a vector sprue over the field F jf the following 
axioms hold: 

V.I. V is a commutative group with respect to addition; 
V.2. x(a+b)=xa+xb, 
V.3. (x+y)a=xa+ya, 
V.4. (xy)a = x(ya), 
V.5. la=a where 1 is the identity element of F, 

for all x, y in F and all a, b in V. 

We shall refer to the elements of V as vectors and the elements of F as 
scalars. The only notational distinction we shall make between vectors 
and scalars is to denote the zero elements of V and F by Ov and OF res­
pectively. Since xOv = 0v for all x in F and O~ = 0v for all a in V (see 
exercise 7 below) even this distinction will almost always be dropped 
and Ov, OF be written simply as O. 

The following examples show how ubiquitous vector spaces are in 
mathematics. The first example is particularly important for our pur­
poses in this book. 

1. Let F be a field and denote by Fn the set of all n-tuples 
(Xl> ... , xn) where Xl" .. , Xn E F. We define the following rules of 
addition and multiplication: 

(Xl" • " Xn) + (YI' .. " Yn) = (Xl +YI' .. " Xn +Yn), 

X(XI' ... , Xn) = (XXI" . " xxn) 

for all X, Xl' ..• , xn, YI' ... , Yn in F. 
With these rules Fn is a vector space over F. 
2. If F is a subfield of a field E, then E can be regarded as a vector 

space over F in the following way: E is already a group with respect 
to addition and we define the product of an element a of E (a "vector") 
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by an element x of F (a "scalar") to be xa, their ordinary product 
as elements of E. It is important to note that the elements in F 
now have two quite distinct parts to play: on the one hand, as ele­
ments of F, they are scalars; but on the other hand, as elements of the 
containing field E, they are vectors. 

We mention some special cases: F is always a vector space over F; 
R is a vector space over Q; C is a vector space over R and also over Q. 

3. The set F[ X] of all polynomials in the indeterminate X with co­
efficients in the field F is a vector space over F. 

4. The set of all Cauchy sequences with elements in Q is a vector 
space over Q. 

EXERCISES 

1. Extend rule G.l to show that parentheses are unnecessary in a product (or 
sum) of any finite number of elements of a group. 

2. Show that the rotation group of example 3 is not commutative. 

3. Show that the permutation groups of example 4 are not commutative if S 
contains more than two elements. 

4. Show from the axioms that a field must contain at least two elements. 
Write out the addition and multiplication tables for a field with just two 
elements. 

5. Let V be a vector space over the field F. Show that any finite linear 
combination x1a1 + X2a 2 + ... + xTaT = 2: i=l xiai, where the x/s are scalars 
and the a/s are vectors, can be written unambiguously without the use of 
parentheses. 

6. If a, b E V show that the equation v + b = a has a unique solution v in V. 
This solution is denoted by a-b. 

7. Show that 0Fa = Ov for all a in V and xOv = Ov for all x in F. Show further 
that (-I)a= -a for every a in V. (For the first equation use (OF + 0F)a = 
0Fa and exercise 6.) 

1.3 Subspaces 

DEFINITION. A subset M of a vector space V over F is called a 8ub-
8pace of V if M is a vector space over F in its own right, but with respect 
to the same addition and scalar multiplication as V. 

Observe that a vector space contains, by definition, a zero vector and 
so a subspace can never be empty. In order to check that a (non­
empty) subset M is a subspace, we need only verify that if a, b E M and 
x E F, then a + b EM and xa E M. (In verifying that M is a subgroup 
of V with respect to addition we use the fact that ( - l}a = - a.) 
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Our definition clearly ensures that V is a subspace (of itself}. At the 
other extreme, the set {Ov} is a subspace, called the 'zero 8ub8pace, and 
we usually write this simply as Ov, It is also clear that Ov is contained 
in every subspace of V. 

We shall base our construction of subspaces on the following simple 
proposition. 

PROPOSITION 1. The inter8ection of any family of 8ubspace8 of V i8 
again a 8ub8pace of V. 

PROOF. Put M=n(Mt:iEI}. Since OVEMt for each i, M is not 
empty. If a, bE M and x E F, then a+b E M t and xa E M t for each i; 
thus a+b EM and xa E M. 

DEFINITION. If S is any set of vectors in V then we denote by [S] the 
intersection of all the subspaces of V which contain S. (There is 
always at least one subspace containing S, namely V itself, and so this 
intersection is defined.) The subspace [S] is the "least" subspace con­
taining S, in the sense that if K is any subspace containing S, then K 
contains [S]. We say that [S] is the subspace 8panned (or generated) 
byS. 

This definition of [S] may be referred to as the definition "from 
above". Provided that S is not empty there is an equivalent definition 
"from below": We form the set M of all (finite) linear combinations 
XI8I + ... +Xr8r> where Xt EF and 8t ES. It is immediately seen that 
M is a subspace of V; that M contains S; and, in fact, that any sub­
space K of V which contains S must contain all of M. Hence M =[S]. 

It might be expected that the union of several subspaces of V would 
be a subspace, but it is easily shown by means of examples that this is 
not the case. We are thus led to the following definition. 

DEFINITION. The 8um (or join) of any family of subspaces is the sub­
space spanned by their union. In other words, the sum of the sub­
spaces M t (i E I) is the least subspace containing them all. The sum 
is denoted by + (Mj : i E I) or simply + (Mt ). The sum of subspaces 
M t ,···, Mn is usually written MI +M2+ '" +Mn. 

DEFINITION. If M n N = 0 we call M + N the direct 8um of M and N, 
and write it as M EB N. More generally, the sum of the subspaces 
M t (i E I) is direct, and written EB(Mj : i E I) if, for each j in I, we 
have + (Mt : i E I, i # j) n M j = O. 

Note that the condition above on the subspaces M t is stronger than 
the mere requirement that M t n M j = 0 for all i # j (see exercise 7). 
If v E Ml EB ... EB Mr> then v can be written uniquely in the form 
v=m1 + ... +mr, where mj E M t for i= 1, ... , r. 
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EXERCISES 

1. If M is a subspace of V, show that the zero vector of M is the same as the 
zero vector of V. 

2. Show that the set of all polynomials f(X) in F[X] satisfying f(xi ) =0 
(i = 1, ... , r) for given Xl' ... , Xr in F is a subspace of F[X]. Show that 
the set of all polynomials of degree less than n (including the zero poly­
nomial) is a subspace of F[ X]. 

3. If the mn elements aij (i= 1, ... , m; j = 1, ... , n) lie in a field F, show that 
the set of all solutions (Xl' ... , xn) in Fn of the linear equations 

is a subspace of Fn. 

n 

LaijXj = 0 (i = 1, ... , m) 
j= 1 

4. Give precise meaning to the statement that M n N is the "greatest" sub­
space of V contained in both M and N. 

5. Give an example of two subspaces of a vector space whose union is not a 
subspace. 

6. Prove that v E M + N if, and only if, v can be expressed in the form m + n 
where mE M, n E N; and 

v E +(Mi : i E I) if, and only if, v = mil + ... +mi, 

for some i k in I and mi. in Mi. (k= 1, ... , r). 

7. Consider the following subsets of F3: M 1 consists of all (x, 0, 0); M 2 con­
sists of all (0, x, 0); and M s consists of all (x, x, y), where x, y E F. Show 
that M l , M 2 , Ms are subspaces of FS which satisfy Mi n Mj=O for all 
i#j; that FS=M l +M2+Ms; but that FS is not the direct sum of M l , 

M 2, Ms· 

8. Prove the last statement made before these exercises. 

9. If V is a vector space over Fp, prove that every subgroup of V with 
respect to addition is a subspace. 

1.4 Dimension 

The essentially geometrical character of a vector space will emerge as 
we proceed. Our immediate task is to define the fundamental concept 
of dimension; and we shall do this by using the even more primitive 
notion of linear dependence. 

DEFINITION. If S is a subset of a vector space V over a field F, then 
we say that the vectors of S are linearly dependent if the zero vector of 
V is a non-trivial linear combination of distinct vectors in S; i.e., if there 
exist scalars Xl' ... , Xr in F, not all 0, and distinct vectors 8 1 , ... , 8r in 
S such that X 18 1 + ... +Xr8 r =0. (In these circumstances we shall 
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sometimes say that the set S is linearly dependent.) If the vectors of S 
are not linearly dependent then they are linearly independent. The vec­
tor v is said to be linearly dependent on the vectors of S if v is a (finite) 
linear combination of vectors in S. 

The connexions between these three concepts are given in the follow­
ing proposition. 

PROPOSITION 2. (1) If aI' ... , a, where r ~ 2 are linearly dependent, 
then one of the a, is linearly dependent on the rest. 

(2) If bl , ... , bs are linearly independent, but v, bl , . .. , bs are linearly 
dependent, then v is linearly dependent on bl , ... , bs• 

PROOF. (1) Wearegiventhatxlal + ... +x,a,=O for some Xl' .. . ,x, 
in P, not all zero. Suppose that Xi:F 0; then we may multiply by Xi -1 

and express aj as a linear combination of the remaining a/so 
(2) We are given xv + ylbl + ... +ysbs=O for some x, YI"'" Ys in 

P, not all zero. Since bl , ••• , bs are linearly independent, X cannot be 
zero. We multiply by X-I and express vas a linear combination of the 
b/s. 

DEFINITION. A basis (or base) of a vector space V is a set of linearly 
independent vectors in V which also span V. 

DEFINITION. A vector space which can be spanned by a finite num­
ber of vectors is called finite dimensional; otherwise it is said to be 
infinite dimensional. 

We shall confine our attention in almost all of this book to finite 
dimensional vector spaces and, in fact, from Chapter II onwards we 
make a convention to this effect. The reader will see, however, that 
many of the results (and most of the definitions) do not need this 
restriction. 

PROPOSITION 3. Any finite dimensional vector space contains a basis. 

PROOF. Suppose that aI' . , " a, span V. If these vectors are linearly 
dependent and r ~ 2, then by Proposition 2 (1) one of these a, is linearly 
dependent on the rest. If this vector is discarded then the rest still 
span V. Continuing in this way we either arrive at a basis or at a 
single vector a, where a is linearly dependent. This means that a = O. 
Hence V = 0 and V is spanned by the empty set. 

All the remaining results in this section depend directly on the follow­
ing fundamental result, 

EXCHANGE LEMMA, If aI' ' , '.' a, span V and if bl , ' , " bs are linearly 
independent in V, then s ~ r and, by renumbering the a/s if necessary, 
bl"." bs' as + l"'" a, span V. 
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PROOF. We use induction on k to prove that bI, ... , bk , ak + l' ... , aT 
span V (so long as k 5, s). When k = 0 this is given (in the sense that no 
b;'s appear). Assume the statement for k = h - 1 and consider the case 
k=h. Then bh =ylbI + ... +Yh-Ibh- I +xhah + ... +xTan and the linear 
independence of the b;'s ensures that at least one Xi is non-zero. By 
renumbering the vectors ah , .•• , an if necessary, we may suppose that 
X h # O. Now we can solve for ah as an element of 

[bI ,···, bh, ah+ I, ... , aT] = M, 

say, where M contains bI, ... , bh- I, ah+ I , ... , aT and also ah. Hence 
M = V, by the induction hypothesis. The result now follows by in­
duction. 

THEOREM 1. Let V be a given finite dimensional vector space. 
(1) Any two bases of V have the same number of elements. 
(2) The following statements concerning the finite subset S of V are 

equivalent: 
(i) S is a basis of V, 

(ii) S is a minimal spanning set of V, 
(iii) S is a maximal linearly independent set in V. 
(3) Any set of linearly independent vectors in V can be extended to give 

a basis of V. 

PROOF. (1) By the Exchange Lemma, if {all' .. , aT} and {b ll ... , bs} 

are bases of V, then s 5, rand r 5, s. 
(2) If {bI' ... , bs} is a basis, then the inequality s 5, r of the Exchange 

Lemma shows that this basis is a minimal spanning set. Thus (i) im­
plies (ii). If {aI' ... , aT} is a basis, then this same inequality shows that 
this basis is a maximal linearly independent set. Thus (i) implies (iii). 
If S is a minimal spanning set, then by the proof of Proposition 3, S 
must be linearly independent. This shows that (ii) implies (i). Finally, 
if S is a maximal linearly independent set, then by Proposition 2 (2), S 
is a spanning set, and so (iii) implies (i). 

(3) Suppose that {aI' ... , aT} is a basis and bI, ... , bs are the given 
linearly independent vectors. Then by the Exchange Lemma, re­
numbering if necessary, bI, ... , bs' as + 1, ... , aT span V. But this span­
ning set contains r vectors and so is a basis by part (2) of the theorem. 

We are now in a position to give the promised definition of dimension. 

DEFINITION. Let V be a finite dimensional vector space over the 
field F. The number of elements in a basis of V is the dimension of V 
(over F) and is written dimF V, or simply dim V if the field of scalars F 
is understood. 
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We have the following immediate corollaries of Theorem 1. 

COROLLARY 1. If K is a subspace of V, then any basis of K can be 
extended to a basis of V. 

COROLLARY 2. If K is a subspace of V then there always exists at 
least one subspace M such that 

M(f;K = V. 

The following result will have important applications in the geometry 
which we introduce in the next chapter. 

THEOREM 2. Let M and N be finite dimensional subspaces of a vector 
space. 

(1) 
(2) 

If MeN, then dimM ~ dimN and dimM = dimN implies M = N. 
Both M + N and M fiN are finite dimensional and 

dim (M +N)+dim (MflN) = dim M + dim N. 

PROOF. Part (1) is an immediate consequence of Theorem 1. To 
prove part (2), we may suppose, using Theorem 1, Corollary 1, that 
{al' ... ' aT} is a basis of MflN, {al> ... ' aT> bl , ... , bs} is a basis of M 
and that {aI' ... , aT> cl , ... , ctl is a basis of N. It is clear that M +N 
is spanned by aI' ... , aT> b1, ... , bs, c1 , ••• , Ct and it only remains to 
prove that these vectors are linearly independent. 

Suppose that 

xIa1 + ... +xTaT+y1bl + ... +ysbs+Z1C1 + ... +ZtCt = 0, 

where the x/s, yt's and z/s are in F. Thus, in an obvious shorthand, 
we suppose that a+b+c=O. Then c= -(a+b) is an element of 
MflN. But the at's and c/s are linearly independent and so the z/s 
are zero. Now the at's and b/s are linearly independent and so all the 
x;'s and y;'s are zero. 

EXERCISES 

1. If a set 8 of vectors contains 0 then 8 is linearly dependent. 

2. If a set 8 of vectors is linearly independent then so is every subset of 8 
(including, by convention, the empty set). 

3. The vectors VI' V 2 , ••• are linearly independent if, and only if, VI' V 2 , ••• , V k 
are linearly independent for all k > O. 

4. If 8 1 , 8 2 , 8 a are three sets of vectors such that every element of 8 1 is 
linearly dependent on 8 2 and every element of 8 2 is linearly dependent on 
8 a, then every element of 8 1 is linearly dependent on 8 a. 

5. Check the sets {I-X, X(I-X), I-X2}, {l, X, X2, . .. } for linear depen­
dence in F[X). 
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6. Prove that the vectors (1,0,0), (0, 1,0), (0,0, I), (I, I, I) are linearly 
dependent in F3 but that any three of them are linearly independent. 

7. Show that I, i form a basis ofC over R (where i2 = -I). Prove also that 
R is infinite dimensional over Q. (Hint: A finite dimensional vector 
space over Q is enumerable.) 

8. Show that I, X, X2, . .. form a basis of F[X] over F. 

9. Let ej be the n-tuple whose i-term is I and whose other terms are all ° 
(i = I, ... , n). Show that el , ... , e" form a basis of F". We call this 
the standard basis of F". 

10. Prove that a vector space V is finite dimensional if, and only if, there is a 
finite maximum for the lengths k of all possible chains of subspaces 

Mo::::> M I ::::> ••• ::::> Mk 

where MI_I #- M j for each i = I, ... < k. Show further that if there is 
such a maximum, then it is precisely dim V. 

11. If {aI' ... , an} is a basis of V and if AI is the one-dimensional subspace 
spanned by at (i= I, ... , n), then V =AI EB· .. EBA". 

12. Find an example which shows that the subspace M of Theorem I, 
Corollary 2, is not necessarily unique. 

13. If V is a finite dimensional vector space, prove that the sum M + N is 
direct if, and only if, dim (M +N)=dim M + dim N. More generally, 
show that the sum MI + ... +Mr is direct if, and only if, we have 
dim (MI + ... +Mr) = dim MI + ... + dim Mr. 

1.5 The Ground Field 

If V is a vector space over a field F, then we often refer to F as the 
ground field. It is clear that the definition of a vector space depends 
on the particular field chosen as ground field. In the case where V has 
finite dimension n over F we shall show that, as an abstract vector 
space, V is effectively the same as the vector space F". To be more 
precise we need a definition. 

DEFINITION. Let V and V' be two vector spaces over the same 
field F. A one-one mapping f of V onto V' which preserves addition 
and multiplication by scalars is called an isomorphism of V onto V'. 
If such an isomorphism exists then we say that V and V' are isomorphic 
or that V is isomorphic to V'. 

The mapping f satisfies the rules: 
(I) (a +b)f=af+bf, 
(2) (xa)f = x(af) 

for all a, b in V and all x in F. 

THEOREM 3. If V and V' are vector spaces over F of finite dimension 
n, then V and V' are isomorphic. In particular, V and Fn are isomorphic. 
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PROOF. Let {aI' ... , an} and {aI" ... , an'} be bases over F for V and 
V', respectively. Then each v in V can be expressed uniquely in the 
form 

where Xl' ... , Xn E F. The mapping f which takes 

Xlal + ... +xnan in V to xla/ + ... +xnan' in V' 

satisfies conditions (I) and (2) above. It is clearly one-one and onto V' 
and so is an isomorphism of V onto V'. 

We remark that the isomorphism constructed in the proof of Theorem 
3 is by no means unique as it depends on our choice of bases for V and V'. 

An important special property of the vector space Fn, not shared by 
general vector spaces, is that Fn has a built-in natural basis, the stan­
dard basis {el> ... , en}, where ej is the n-tuple whose i-term is 1 and 
whose other terms are all 0 (cf. exercise 9 of the previous section). 

When an ordered basis (aI' ... , an) of V is given there is a unique 
isomorphism f of V onto Fn such that ad = ej for i = 1, ... , n, viz., the 
mapping 

xlal + ... + Xnan -+ (Xl> ... , xn)· 

Conversely, if an isomorphism f of V onto Fn is given, then there is a 
unique ordered basis (aI' ... , an) of V such that ad = ej for all i. The 
mappingfis a rule which associates to any vector v=xlal + ... +xnan 
a coordinate row (Xl> ... , xn) and so we calIf a coordinate system of V. It 
is clear that there is a one-one correspondence between coordinate 
systems f of V and ordered bases (aI' ... , an) of V defined by the rule 

f: x1al + ... + Xnan -+ (Xl> ... , xn)· 

Theorem 3 deals with the relationship between finite dimensional 
vector spaces over the same field. We must now mention briefly a 
subtler question: what happens to a vector space if we restrict or extend 
the ground field 1 

If the field E contains the field F then any vector space V over E 
can be regarded as a vector space over F, simply by ignoring the scalars 
in E which are not in F. Let us, for the moment, distinguish these 
vector spaces by writing them as V E' V F respectively. It is important 
to note that, although V E and V F consist of exactly the same vectors, 
their dimensions will usually be different. For example, if V c is a 
vector space of dimension n over C, then the vector space V R' obtained 
by restricting the ground field to R in this way, has dimension 2n. 

There is another method of restricting the ground field. If V E has 
dimension n over E then we may pick a basis {aI' ... , an} of V E. The 
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set of all vectors x1a1 + ... + xnan where the x/s belong to F is a vector 
space U F over F of the same dimension n. This second method is in 
fact more useful from our point of view, but it has the severe disadvan­
tage of not being unique. In particular, if V c is a non -zero vector space 
over C, we shall not expect to be able to find a unique subset UR of 
"real vectors" in V c. The fact that we can do so for the vector space Cn 
itself is due to the circumstance that cn has a standard basis. 

In our study of geometry we shall frequently be interested in vector 
spaces over Rand C. Let U be a given vector space of dimension n 
over R. We now show how to construct, in a unique way, a vector 
space U(c) over C, also of dimension n, which contains an isomorphic 
copy of U. 

We recall that C is the set of all ordered pairs (x, y) where x, y E R, 
SUbject to the rules 

(x, y)+(x', y') = (x+x', Y+Y'), 

(x, Y)(x', Y') = (xx' -YY', xY' +yx'), 

and that R is identified with the set of all ordered pairs (x, 0). We may 
then write (0, l)=i and (x, y)=x+iy. 

We define U(c) to be the set of all ordered pairs (a, b) where a, b E U, 

subject to the rules 

(a, b)+(a', b') = (a+a', b+b'), 

(x, y)(a, b) = (xa-yb, xb+ya), 

and we identify U with the set of all ordered pairs (a, 0) operated upon 
by the scalars (x, 0). If we write (a, b) = a + ib, the second rule becomes 

(x+iy)(a+ib) = xa-yb+i(xb+ya). 

The reader will immediately verify that U(c) is in fact a vector space 
of dimension n over C. We shall refer to U(c) as the complexification 
of U. 

EXERCISES 

1. The vector space V over Q spanned by 1, i is a subspace of C, where C is 
regarded as a vector space over Q. In fact, V is even a subfield of C. 
(It is called the field of Gaussian numbers.) 

2. Show that, in the notation used above, neither V F nor U F is a subspace of 
VE (E#- F). 

3. Prove that an n-dimensional vector space over F p is finite and consists of 
exactly pn elements. Show further that the number of distinct ordered 
bases is (pn - I )(pn - p) . .. (pn - pn - 1). How many distinct bases are 
there ~ 



CHAPTER II 

Affine and Projective Geometry 

NOTE: Except where we state the contrary, all vector spaces considered in 
the remainder of this book are assumed to be finite dimensional. 

2.1 Affine Geometries 

In this chapter we shall introduce two different (but closely related) 
geometrical languages. The first of these, the language of affine geo­
metry, is the one which appeals most closely to our intuitive ideas of 
geometry. In this language the subspaces of a vector space of dimen­
sions 0, 1 and 2 are called "points", "lines" and "planes", respectively. 
But we cannot limit these words to describe only subspaces: otherwise 
V would have only one point, namely the zero subspace, and every line 
and plane in V would contain this point. Our intuition suggests that 
we introduce the concept of "translated" subspace. 

DEFINITION. If a is any fixed vector in V and M is a subspace of V, 
then a + M denotes the set of all vectors a + m where m runs through M, 
and is called a translated subspace (or coset) in V. 

For the sake of brevity we shall frequently use the word "coset" 
rather than the more descriptive term "translated subspace". 

LEMMA 1. The following statements are equivalent: 
(1) a+M =b+M; 
(2)bEa+M; 
(3) -a+bEM. 

PROOF. If a+M=b+M, then b=b+OEa+M. In other words, 
-a+b=m for some m in M. Thus (1) implies (2) and (2) implies (3). 

Ifnow -a+b=mEM,thenb+M=(a+m)+M=a+(m+M). But 
any vector in m + M is of the form m + m' where m, m' E M and so 
m + M c M. Similarly - m + M c M, which implies that M c m + M. 
Hence M =m+M and we have shown that (3) implies (1). 

As an immediate consequence we see that if the cosets a + M, b + M 
have any vector c in common, then they coincide (with c + M). 

15 
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LEMMA 2. If a+M =b+N then M =N. 

PROOF. If a+M =b+N, then b=b+O E a+M and so a+M = 
b + M by Lemma l. Thus b + M = b + N, from which the result follows. 

We may thus say unambiguously that M is the subspace belonging to 
the coset a + M. 

We base our construction of cosets on the following result. 

PROPOSITION 1. The intersection of any family of cosets in V is either 
a coset in V or is empty. 

PROOF. Let (SdiEI be a given family of cosets and suppose that 
c E ns i . By Lemma 1, each Si is ofthe form c + M! where Mi is the sub­
space belonging to Si' Thus nSi = n(c + M i) = c + nMi , which is a coset 
by Proposition 1 of Chapter I (p. 7). 

DEFINITION. The join of a family (SdiEI of cosets in V is the inter­
section of all the co sets in V which contain every Si' We denote this 
join by J (Si: i E I), or simply by J (Si)' 

For two cosets we more often use the notation Sl J S2' Then clearly 
(Sl J S2) J S3 =Sl J (S2 J S3) = J(Sl' S2' S3)' (See also exercise 1, below.) 

It follows from Proposition 1 that J (S!) is itself a coset in V and, of 
course, J (Si) is the least coset in V containing every Si' 

Since a coset is a subspace if, and only if, it contains 0 (Lemma 1) we 
see that the definitions we have given of the join of subspaces (p. 7) 
and the join of cosets are consistent with each other. 

The join of the family (Si)' as we have defined it, seems to depend on 
the containing vector space V, but if S is any coset in V which contains 
every Si' i E 1, then J (Si) is also the smallest coset in S containing every 
Si' Thus J (Si) could equally well be defined as the intersection of all 
the cosets in S containing every Si' i E I. 

In view of Lemma 2 we may make the following definition. 

DEFINITION. The dimension of the coset a + M is the dimension of 
the subspace M and we write dim(a + M) = dim M. 

DEFINITION. Let V be a vector space over F and let S be a coset in 
V. The set of all cosets in S is the affine geometry on S and will be deno­
ted by d(S). The dimension of d(S), written dim d(S), is dim S. 
The elements of d(S) of dimensions 0, 1, 2 are called points, lines, planes, 
respectively, and the elements of d(S) of dimensionidim S - 1 are called 
hyperplanes in d(S) (or sometimes hyperplanes in S). 

If the coset S is contained in the coset T then d(S) is said to be a 
subgeometry of d(T). 
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We note that according to our definition of affine geometry the points 
are sets, each consisting of just one vector. In other words, we distinguish 
between a vector v and the point {v} that it determines. A little care 
with the notation is required if the reader thinks in terms of the intui­
tive concept of "position vector of a point". It is also well to remember 
that lines, as we have defined them, are not the same as "segments": 
they do not need to be "produced" and do not require the qualifying 
adjective "straight". 

We shall frequently use the familiar notation P, Q, R, etc., for points, 
but reserve 0 for the point {Ov}. The line joining distinct points P, 
Q is written as PQ. We also use the adjectives "collinear", "concur­
rent", "coplanar", etc., in their usual sense. 

The reader is encouraged to draw pictures or diagrams of the geo­
metrical configurations he encounters. These are often an invaluable 
aid to thought but they must never, of course, be allowed to substitute 
as a proof! 

EXERCISES 

1. Given cosets Sl' ... , Sn, prove that every possible way of inserting paren-
theses in Sl J ... J Sn gives the same result, namely J (Sl' ... , Sn). 

2. If S is a coset, prove that [S], the subspace spanned by S, is precisely S J O. 

3. Let V be a vector space over a field F and S a coset in V. If aI' ... , ar lie 
in S and Xl"'" Xr are scalars such that Xl + ... +xr=l, prove that 
x 1a l + ... +xrar E S. 

4. If a non·empty subset S of V has the property of exercise 3 for all r, show 
that S is a coset in V. 

5. If F has at least three elements and S is a non·empty subset of V satisfying 
the condition of exercise 3 for r = 2, show again that S is a coset. By con· 
sidering d(F22) show that this condition on the field F is necessary. 

6. Prove that the set of all solutions (x, y, z) in R3 of the linear equations 
X - Y + Z= 1, X + Y +2Z=2, is a coset in R3 of dimension 1. 

2.2 Affine Propositions of Incidence 

In the previous chapter we found a simple relationship between the 
dimensions of the intersection and join of two subspaces (Theorem 2 (2)). 
In the case of cosets, however, the situation is complicated by the fact 
that their intersection may be empty. We have the following criterion. 

PROPOSITION 2. Let Sand T be cosets in V and M, N the subspaces 
belonging to S, T respectively. Then S nTis empty if, and only if, 

dim(S J T) = dim(M +N) + 1. 
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This result is an immediate consequence of the following two lemmas. 

LEMMA 3. (a+M) J (b+N)=a+[ -a+b]+M +N. 

PROOF. (a + M) J (b + N) is a coset containing a and b and so is of the 
form a+P=b+P for some subspace P (Lemma 1). Then P certainly 
contains [- a + b] (Lemma 1), and also M and N. But the join of 
a + M, b + N is the least coset containing them both. Hence 

P = [-a+b]+M +N. 

LEMMA 4. (a + M) n (b + N) is not empty if, and only if, - a + b 
belongs to M + N. 

PROOF. We have a+m=b+n if, and only if, -a+b=m-n. 

In order to express the fundamental propositions of incidence in 
affine geometry we need a more delicate notion than that of empty 
intersection. For example, in the intuitive three dimensional geometry 
with which we are familiar, the join of two lines without common points 
is a plane if the lines are "parallel" and is the whole space if the lines 
are "skew". 

DEFINITION. The cosets a + M, b + N are said to be parallel if 

Me NorN c M. 

Note that our definition implies that a point is parallel to each coset. 

It is clear from this definition that if the coset S is contained in the 
coset T then Sand T are parallel (argue as in the proof of Lemma 2). 
On the other hand, if Sand T are parallel and neither one contains the 
other, then they have no points in common. For, if c EO S n T then 
S=c+M, T=c+N and so MeN or N c MimpliesS c Tor T c S, 
respectively. 

A convenient method of indicating in a diagram that two lines are 
parallel is to draw them with arrow-heads (though the direction of the 
arrows is immaterial). 

// or // 
Figure 1. Parallel lines 

The fundamental result which incorporates all the propositions of 
incidence in affine geometry can now be stated. 
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THEOREM 1. Let 8 and T be cosets in the vector space V. 
(1) If 8 c T, then dim 8 :::;; dim T and dim 8 = dim T implies 8 = T. 
(2) If 8 f"'I T is not empty, then 

dim(8 J T) + dim(8 f"'I T) = dim 8 + dim T. 

(3) Assuming 8 f"'I T is not empty, 8 and T are parallel if, and only if, 
one contains the other. 

Assuming 8 f"'I T is empty, 8 and T are parallel if, and only if, 

dim(8 J T) = max (dim 8, dim T) + l. 
PROOF. Let M and N be the subspaces belonging to 8 and T respec­

tively. 
In parts (1) and (2) we choose c in 8 f"'I T and then 8 = c+M, 

T = c+N, 8J T = c+(M+N), 8f"'1 T = c+(Mf"'IN). Both results 
now follow from Theorem 2 of Chapter I (p. 11). 

We have already proved the first part of (3). On the assumption 
that 8 f"'I T is empty, Proposition 2 above and Theorem 2 (1) of Chapter 
I show that dim(8 J T)=max(dim M, dim N)+ 1 if, and only if, 
M +N =N or M +N =M, i.e., if, and only if, MeN or N c M. 

We now state the propositions of incidence in dimensions two and 
three. There are, of course, propositions of incidence for affine geo­
metries of all dimensions and their proofs depend only on Theorem l. 
We shall merely establish here two of the following propositions and 
leave the reader to prove the others. 

Propositions of Incidence in .91'( V), where dim V = 2. 
2.1 The join of two distinct points is a line. 
2.2 The intersection of two non-parallel lines is a point. 

Propositions of Incidence in .91'( V), where dim V = 3. 
3.1 The join of two distinct points is a line. 
3.2 The intersection of two non-parallel planes is a line. 
3.3 The join of two lines with a point of intersection is a plane. 
3.4 The intersection of two coplanar non-parallel lines is a point. 
3.5 The join of two distinct parallel lines is a plane. 
3.6 The join of a point and a line not containing it is a plane. 
3.7 The intersection of a plane and a line not parallel to it is a point. 

PROOF OF 2.2: Let 8, T be non-parallel lines in the affine plane .91'( V). 
Since 8 # T, dim (8 J T) > dim 8 = 1 by Theorem 1 (1) (applied to 8 and 
8 J T), and hence dim(8 J T) = 2 (because dim V = 2). Now 8 f"'I T can­
not be empty, otherwise 8 and T would be parallel by Theorem 1 (3), 
and so by Theorem 1 (2) dim(8 f"'I T) = 1 + 1- 2 = O. 
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PROOF OF 3.5. If S, T are distinct parallel lines, then S nTis 
empty and dim(SJ T)=max(l, 1)+1=2. 

We shall say that two lines Sand T are skew if they have empty inter­
section and are not parallel. Thus, by 2.2, skew lines cannot be co­
planar. 

EXERCISES 

1. Show that the affine geometry d(F22) has just four points and six lines 
(parallel in pairs). 

2. If S, T are skew lines in an affine geometry of dimension three, show that 
there is a unique plane P s containing S and parallel to T, and a unique 
plane P T containing T and parallel to S. Show also that P s and P T are 
parallel. 

3. If S, T are two cosets and if K is the set of all xs +yt where x, yare scalars 
such that x+y= 1, s E Sand t E T, show that K contains every line joining 
a point of S to a point of T. In the case of exercise 2 above, show that K 
is not a coset. (This explodes what looks like a plausible definition of the 
join of cosets "from below".) 

4. If a l , ... , aT are vectors in V, prove that 

J(a l , ... , aT)=al +[ai-al ; i=2, ... , r]. 

Deduce that J(a l , ... , aT) has dimension r-l if, and only if, ai-a l , 

i = 2, ... , r, are linearly independent. 

2.3 Affine Isomorphisms 

If S, Tare cosets of the same dimension in a vector space V, then 
there is an intuitively obvious sense in which the affine geometries 
s1'(S) , s1'( T) are equivalent: any construction or result that is possible 
in the one is automatically also valid in the other. 

DEFINITION. If A, A' are affine geometries, and a is a one-one map­
ping of A onto N such that 

SeT if, and only if, Sa c Ta 

for all S, T in A, then a is called an isomorphism of A onto N. If such 
an isomorphism exists, we say A, N are isomorphic (or that A is iso­
morphic to A'). 

We may express the condition on a in the definition of isomorphism 
by saying that a and a -1 preserve inclusion. But if our intuitive idea 
of isomorphism is correct then we shall expect an isomorphism to pre­
serve not only inclusions but also intersections, joins, dimensions and 
parallelism. This we state more formally as follows. 
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PROPOSITION 3. Let A, A' be affine geometries and a an isomorphism 
of A onto A'. 

If (Sj)j e 1 is a family of elements of A, then 
(1) (nSj)a=n(Sja) if nSj is not empty, and 
(2) J(Sj)a=J(Sja). 
Further, 
(3) dimSa=dimS,for eachS in A, and 
(4) the elements S, T of A are parallel if, and only if, Sa, Ta are parallel. 

PROOF. The coset nSj =0 is the largest coset contained in every Sj, 
i E I: this means that 0 is the coset uniquely determined by the two 
conditions (i) 0 c Sj for each i in I, and (ii) if T c Sj for each i in I, 
then TeO. It follows that Oa is the largest coset contained in every 
Sja, i E I, i.e., Oa = nSja. This has established (1). Part (2) follows 
by a similar argument since J (Sj) is the smallest coset containing every 
Sj' i E I. 

For part (3) we consider chains of the form 

o = 0 0 ::::> 0 1 ::::> ••• ::::> Ok 

where each OJ is a coset and OJ +1 #- OJ for i = 0, ... , k - 1. The length 
of this chain is k and one sees immediately from Theorem 1 (1) that the 
length of the longest such chain is precisely dim O. 

Part (4) is now a direct consequence of Theorem 1 (3) and parts (1), 
(2) and (3). 

We remark that the above proof serves also to show that the inter­
section and join of cosets, as well as coset dimension and parallelism 
can all be expressed solely by the use of the inclusion relation c on 
cosets. 

There is an analogue for affine geometries of Theorem 3 of Chapter I. 

THEOREM 2. Any two affine geometries of the same dimension over the 
same field are isomorphic. 

PROOF. Let A=d(a+M), A' =d(a' +M') where a+M, a' +M' are 
cosets of the same dimension in vector spaces V, V'. Theorem 3 of 
Chapter I shows that there is an isomorphism f of M onto M'. The 
mapping 

a: T --+ (T -a)f+a' , 

where TEA, carries A onto A' and has inverse mapping 

a-I: T' --+ (T' -a' )f-l +a, 
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where T' E A': Since a and a -1 clearly preserve inclusion, a is an iso­
morphism of A onto A'. (We shall return to a study of these isomor­
phisms in the next chapter.) 

In view of this theorem we shall often speak of "affine geometry of 
dimension n (over F)". 

Also, the fact that Fn + 1 contains cosets of dimension n which do not 
contain 0 shows that we can find an isomorphic copy of any affine 
geometry of dimension n over F in another affine geometry d( V) and 
so that the copy does not contain Ov, 

There is an important point concerning our definition of isomorphism 
for affine geometries which has so far remained in the background. To 
say that A is an affine geometry means that A = d(S) for some coset S 
in some vector space V over a field F. If A' is another affine geometry, 
then A' =d(S') where S' is a coset in a vector space V' over a field F'. 
Even if A and A' are isomorphic there is no a priori reason for F' to 
coincide with F. If, for example, dimF V = dim F' V' = 1 and a is any 
one--one mapping of F onto F', then a gives rise to an isomorphism of 
d( V) onto d( V'). We shall see in the next chapter (§ 3.5) that, in 
higher dimensions, if d( V) and d( V') are isomorphic, then the fields 
F and F' are not only related by a one--one correspondence but have 
exactly the same algebraic structure. 

2.4 Homogeneous Vectors 

We shall prove some fundamental theorems of affine geometry by 
means of what are called "homogeneous vectors". The method is 
really one of the tools of projective geometry (to be introduced shortly), 
but we hope that our present use of it will serve to pave the way for the 
less familiar notions of projective geometry. 

Let S be a plane in an affine geometry d( V) of dimension 3 over F, 
and suppose S does not contain the zero vector 0V' If P is a point on S, 
then any non-zero vector p in 0 P will be called a homogeneous vector for 
P. In other words, OP=[p]. The mapping P ---+ OP is a one-one 
mapping of S onto the set of all lines through 0 not parallel to S. 
Further, three points P, Q, R of S are collinear if, and only if, OP, OQ, 
OR are coplanar. This follows at once from the propositions of inci­
dence 3.2 and 3.6. 

LEMMA 5. Given three distinct collinear points P, Q, R in S, a homo­
geneous vector p for P, and any two non-zero scalars x, y, then there exist 
homogeneous vectors q, r for Q, R, respectively, such that p=xq+yr. 
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PROOF. If qo, ro are any homogeneous vectors for Q, R then p, qo, ro 
are linearly dependent since OP, OQ, OR are coplanar. But qo, ro 
are linearly independent since OQ -=I OR. Hence, by Proposition 2 (2) 
of Chapter I (p. 9), p=xoqo+Yoro for some non-zero scalars xo, Yo. 
We now put q = (xo/x) qo and r = (Yo/Y) roo 

Lemma 5 allows us to simplify the constants appearing in arguments 
using homogeneous vectors. 

DEFINITION. If A, B, ° are three non-collinear points then the con­
figuration consisting of these three points and their three joins is called 
the triangle ABO. 

We shall say that the two triangles ABO, A' B'O' are in perspective 
from a point P if the seven points P, A, B, 0, A', B ' , 0 ' are distinct and 
if the three lines AA' , BB' , 00' are distinct and meet at P. We then 
refer to P as the center of perspective of the triangles. 

THEOREM 3. (DESARGUES' THEOREM FOR THE AFFINE PLANE.) If 
ABO, A' B'O' are two coplanar triangles in perspective from a point P, and 
if the pairs of corresponding sides intersect in points L, M, N, then L, M, 
N are distinct and collinear and the line LM N is distinct from the six sides 
of the triangles. (OJ. Fig. 2) 

PROOF. We may assume that the plane S of the triangles ABO, 
A' B'O' is contained in an affine geometry d( V) but does not contain Ov. 

We choose any homogeneous vector p for P and use Lemma 5 to find 
homogeneous vectors a, a' ; b, b' ; c, c' for A, A'; B, B'; 0, 0 ' , respectively 
such that 

a' = p+a, b' = p+b, c' = p+c. 

Then b' - c' = b - c = 1, say, where 1-=1 0 since OB -=I 00. Now 1 lies in the 
planes OBO, OB'O' and so lies in the line OL where L = BO n B'O', i.e., 
1 is a homogeneous vector for L. Similarly c' - a' = c - a = m is a homo­
geneous vector for M, and a' - b' = a - b = n is a homogeneous vector for 
N. But l+m+n=O and so OL, OM, ON are coplanar. This implies 
that L, M, N are collinear. It follows at once from the linear inde­
peadence of a, b, c that L, M, N are distinct and none of the points A, 
B, ° lies on the line LMN. 

The simplicity of this proof is due to the use of homogeneous vectors. 
But this is not the main reason for employing them. Their real signi­
ficance is that their use in the proof points the way to further results 
not included in the original version of the theorem. For example, if 
AA' , BB', 00' are parallel instead of being concurrent, then we may 
still take a non-zero vector p in the line through 0 parallel to AA' , BB', 
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M 

p o 0' 

Figure 2 

CC' and argue precisely as before. In proving Lemma 5 we only used 
the fact that OP, OQ, OR are coplanar. In this case we use the fact 
that p, OA, OA' are coplanar. The conclusion of the theorem is un­
altered. In these circumstances we shall still say that the triangles are 
in perspective. This configuration is illustrated in Figure 3. We have 
labelled the arrow-heads (of the parallel lines) with the letter P to 
remind us that in the general configuration (cf. Fig. 2) these three lines 
meet in P. Here the point P has been "pushed to infinity". 

Again, if BC is parallel to B'C' and CA is parallel to C'A', there are 
no points L, M, but the non-zero vectors 1, m, n exist just as before. In 
this case [1), [m) are parallel to S and so [n), which lies in the plane of 
[1) and [m) (since l+m+n=O), is also parallel to S. This shows that 
AB is parallel to A' B'. 

The two results we have just deduced are important affine theorems 
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Figure 3 

which cannot be inferred directly from the affine form of Desargues' 
Theorem. Their place will be clarified as soon as we establish the con­
nexion between affine and projective geometry. 

THEOREM 4. (PAPPUS' (AFFINE) THEOREM.) Two triad8 of point8 
A, B, 0; A', B ' , 0 ' are taken on two di8tinct coplanar line8 (p088ibly 
parallel). If the inter8ection8 BO' n B'O, OA' nO'A, AB' n A'B are 
point8 L, M, N, re8pectively, then L, M, N are collinear. (OJ. Fig. 4) 

PROOF. We remark first that the points of a triad are, by definition, 
distinct. If the lines ABO, A' B'O' intersect in a point P, we shall as­
sume in our proof that the seven points P, A, B, 0, A I, B ' , 0 ' are distinct. 
But the reader will find it trivial to check that the theorem is also true 
without this restriction. 

The plane S containing ABO and A' B'O' may be assumed to lie in an 
affine geometry Sii'( V) but not to contain Ov. 
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A' B' 0' 
Figure 4 

In the case where ABO n A' B'O' is a point P, we choose a homo­
geneous vector p for P; otherwise we choose a non-zero vector p in the 
line through 0 parallel to ABO, A' B'O'. In either case we may then 
find homogeneous vectors a, b, a', b' for A, B, A', B' respectively so that 
b=p+a and b'=p+a' (Lemma 5). We may also find homogeneous 
vectors c, c' for 0, 0' respectively of the form c = p + xa, c' = p + ya' , 
where x, yare scalars. 

Now p+a+a' =n, say, is a linear combination of a and b', and also 
of a' and b (and therefore cannot be 0, since OA #- OB'). Hence n lies 
in the planes OAB', OA'B and is a homogeneous vector for N. Simi­
larly p + xa + ya' = m is a homogeneous vector for M. Finally, 

xyn-m = x(y-l)b+(x-l)c', 
and 

yxn-m = y(x-l)b' + (y-l)c. 

Since xy = yx for all scalars x, y, it follows that l = xyn - m is a homo­
geneous vector for L. The linear dependence l + m - xyn = 0 shows that 
OL, OM, ON are coplanar and thus L, M, N are collinear. 

The method of proof gives the further result that if BO' is parallel 
to B'O and ifOA' is parallel to O'A, then AB' is parallel to A' B. (Draw 
your own picture!) 
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THEOREM 5. (THE HARMONIC CONSTRUCTION IN THE AFFINE PLANE.) 
Given two di8tinct point8 A, B in an affine plane S, and a point G on AB. 
We cho08e any point 0 in S but not on AB and al80 any point D on GO 
di8tinct from G and O. If E=AD n BO, F=BD n OA and H = 
EF n AB are point8, then H i8 independent of the choice of 0 and D. 

G B 
Figure 5 

H 

PROOF. As before we assume that S is contained in an affine geo­
metry d(V) and does not contain Ov, We then take homogeneous 
vectors, a, b, c, g for A, B, 0, G respectively. Since OA, OB, OG are 
coplanar we have g = xa + yb, for some scalars x, y. We may then take a 
homogeneous vector d for D of the form g + zc = xa + yb + zc, for some 
scalar z. If we now put e=yb+zc=d-xa and !=xa+zc=d-yb, we 
see immediately that e, f are non-zero vectors and are homogeneous 
vectors for E, F respectively. But then h=xa-yb is a homogeneous 
vector for H. Comparing g and h gives the result. 

DEFINITION. The point H of Theorem 5 is called the harmonic con­
jugate of G with respect to A and B. We also express the relationship 
between the four points by saying that (A, B; G, H) is a harmonic range. 

Again we have a situation where the proof yields further results. It 
is assumed in the statement of Theorem 5 that the points E, F, H all 
exist: i.e., that none of the line pairs AD, BO; AO, BD; EF, AB are 
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parallel. But for certain choices of 0 and D some of these pairs may 
indeed be parallel. Nevertheless, the vectors e, j, h always exist­
thus [e] is always the intersection of the planes OAD, aBO, etc. Our 
proof therefore yields a construction for H even in certain situations not 
covered by the statement of the theorem. Let us interpret these cases 
in geometrical language. 

E 

E 

E 

H 

D 

Figure 6 

Suppose that AD is parallel to BO but that BD (\ OA is a point F. 
Then our proof supplies H as the intersection (if it exists) of AB with 
the line through F parallel to AD (cf. Fig. 6); similarly, if E exists but 
not F. The vector h fails to give a point H on AB if, and only if, [h] is 
the line through a parallel to AB. 

To examine this construction in more detail it is convenient to 
revert to the situation where a, b are the actual vectors (and not just 
homogeneous vectors) for the points A, B. In other words we assume 
that A = {a} and B={b}. The points of AB are then precisely all the 
points of the form {xa+yb} where x, y belong to the underlying field F 
and x+y= 1 (cf. Lemma 3 (p. 18) in the case M =N =0). We refer to 
{xa+yb}, where x+y= 1, as the point dividing A, B in the ratio y:x. 
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(Notice the inverted order of x and y in this ratio.) In particular, if 
the underlying field contains !, we refer to {!(a+b)} as the mid-point 
of A, B. 

Now suppose that G={xa+yb} where x+y= l. Then the harmonic 
conjugate H ={h} is given by h= (xa-yb)j(x-y) provided only that 
xi=y. Thus every point G of AB, excluding the mid-point (if it exists), 
possesses a unique harmonic conjugate H, and we have another classical 
definition of the harmonic range in which "G and H divide A, B inter­
nally and externally in the same ratio". Of course, the ideas of "inter­
nal" and "external" do not make sense unless the field F has some 
notion of order and so it is only safe for us to use this notion of sub­
division if F is Q or R. 

It is tacitly assumed in Theorems 3, 4 and 5 that the affine geometries 
in question contain enough points for the configurations they describe 
to exist. An affine plane over F 2 contains only four points and so we 
must obviously assume that the ground field contains at least three 
elements. This will give enough points for all three theorems provided 
we allow parallel lines. For the general cases we must assume that the 
ground field contains at least four elements. 

EXERCISES 

l. If H is the harmonic conjugate of G with respect to A, B we write 
H=(A,B):G. Show then that G=(A,B):H and also, if Gi=H, that 
B=(G,H):A. 

2. Show that (A, B): A=A and (A, B):B=B. 

3. Prove that, in the notation of Theorem 5, G=H, if, and only if, 2xy=O. 

4. Prove that in an affine plane over F 3, each line contains three distinct 
points and that each of these is the mid-point of the other two. 

5. Let ABC be a triangle in d(R2) and denote by A', B', C', respectively, the 
mid-points of B, C; C, A; A, B. Show that the "medians" AA', BB', 
CC' are concurrent. If the same configuration is taken in d(F32 ), show 
that the medians are parallel. 

2.5 Projective Geometries 

The incidence properties of affine geometry forcefully suggest that we 
need some notion of "points at infinity". The gap is filled by a new 
concept, that of projective geometry. 

DEFINITION. Let V be a vector space over F. The set of all sub­
spaces of V is the projective geometry on V and will be denoted by &( V). 
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The relationship between affine and projective geometries is stated 
in Theorem 7, at the beginning of the next section. The reader is 
urged to look now at the statement of that theorem and in particular at 
part (6) since he will then appreciate the motivation for the following 
definition. 

DEFINITION. If M is a subspace of a vector space V, the projective 
dimension of M is defined to be dim M - 1 and will be denoted by 
pdim M. The dimension of the geometry &l( V), written pdim &l( V), 
will be pdim V. The elements of &l(V) of projective dimensions 0,1,2 
are called projective points, projective lines, projective planes, res­
pectively. An element of &l( V) of projective dimension pdim V-I is 
called a hyperplane in &l( V). (It is necessarily a hyperplane in Vas pre­
viously defined, and also a subspace.) 

If M is a subspace of V, then &l(M) is called a subgeometry of &l(V). 
It. particular, if M is a projective point, then &l(M) consists only of the 
two elements 0, M. Moreover, the point M is determined by any non­
zero vector m in M, i.e., [m] = M: such a vector is called a homogeneous 
vector for M. 

In many geometrical considerations there is a natural emphasis on 
the concept of point. Curves and surfaces, for example, are usually 
thought of as consisting of the points lying on them. In these circum­
stances the higher dimensional elements of our projective geometry, the 
lines, planes, etc., are also considered as sets of points. To make 
matters precise we introduce a definition. 

DEFINITION. The projective space determined by the projective 
geometry &l( V) is the set of all the projective points in &l( V). 

Each non-zero element T of &l( V) gives rise to a subset of the projec­
tive space, namely the set of all projective points in T. But the zero 
subspace (of projective dimension - 1) contains no projective points 
and hence yields the empty subset of projective space. Thus, for 
example, if two projective lines M, N are such that M n N = 0, then 
M, N have no projective points in common. More generally, two 
elements M, N of &l( V) have no projective points in common if, and 
only if, M n N = 0, or equivalently, if, and only if, pdim (M n N) = - 1. 
Such elements of &l( V) are called skew. 

Throughout the rest of this book, when it is clear from the context 
that we are discussing projective geometry, we shall omit the adjective 
"projective" before the words point, line and plane. 

As in affine geometry, we shall frequently write P, Q, R, etc. for 
points; PQ for the line joining the distinct points P, Q; and use the 
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familiar terms "collinear", "concurrent", "coplanar", etc., in their 
natural meaning. 

For comparison with the affine case we state below the propositions 
of incidence in projective geometries of dimensions two and three. 

Propositions of Incidence in (jJ( V), where pdim V = 2. 
2.1 The join of two distinct points is a line. 
2.2 The intersection of two distinct lines is a point. 

Propositions of Incidence in (jJ( V), where pdim V = 3. 
3.1 The join of two distinct points is a line. 
3.2 The intersection of two distinct planes is a line. 
3.3 The join of two distinct intersecting lines is a plane. 
3.4 The intersection of two distinct coplanar lines is a point. 
3.5 The join of a point and a line not containing it is a plane. 
3.6 The intersection of a plane and a line not contained in it is a point. 

The reader will see at once that the statements of these propositions 
are much simpler than those for the corresponding affine propositions 
although, as we shall see (in § 2.6) the latter may be deduced from the 
former. The proofs are also much simpler as they all follow from Theo­
rem 2 of Chapter I. For example, 2.2: We are given distinct lines 
M and N so that pdim M = pdim N = 1 and pdim(M + N) > 1. Hence 
pdim(M + N) = 2 and consequently 

pdim(M n N) = pdim M + pdim N - pdim(M + N) = O. 
We have seen, in connexion with affine geometry, how to express 

joins, intersections and dimensions of cosets by using only the inclusion 
relation c on the cosets (see the remark immediately following Propo­
sition 3). The proofs of these results apply equally well when restricted 
to subspaces. We conclude that sums, intersections and projective 
dimensions of subspaces are all definable solely in terms of c. 

The notion of an isomorphism of projective geometries is defined 
exactly as for affine geometries: 

DEFINITION. A one-one mapping TT of a projective geometry Ponto 
a projective geometry P' is called an isomorphism if it satisfies the con­
dition that 

MeN if, and only if, MTT c NTT 

for all M, N in P. If such an isomorphism exists, we say that P and P' 
are isomorphic (or that P is isomorphic to PI). 

It is clear that an isomorphism of projective geometries preserves 
intersections, sums and projective dimensions. There is again an 
analogue of Theorem 3 of Chapter 1. 
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THEOREM 6. Any two projective geometries of the same dimension 
over the same field are isomorphic. 

For if f is an isomorphism of V onto V', then the mapping 

71': M -+Mf 

is clearly an isomorphism of 9( V) onto 9( V'). 

It follows that we may talk of "projective geometry of dimension n 
(over F)". 

EXERCISES 

1. If P is a point in a three dimensional projective geometry and L, Mare 
skew lines not containing P, prove that there exists a unique line through 
P intersecting Land M. 

2. If ;?P( V) is a four dimensional projective geometry and L, M, N are 
mutually skew lines not lying in a hyperplane in ;?P( V), prove that Linter­
sects M + N in a point. Hence show that there is a unique line in ;?P( V) 
intersecting L, M and N. 

3. Let P be a point and L a line in a given projective geometry ;?P( V). If P 
does not lie on L show that Q -+ PQ, where Q is a point of L, is a one-one 
mapping of the points of L onto the lines in P+L that go through P. 

4. -Prove that every line in ;?P(F p 3) has p + I points on it. Deduce from this 
that the total number of points in ;?P(F p 3) is p2 + P + 1. How many lines 
are there? (Use exercise 3.) 

5. Let V be an n+ I-dimensional vector space over Fp. If u, v are non-zero 
vectors, write u ~ v whenever [u] = [v J. Prove that ~ is an equivalence re­
lation on the set of non-zero vectors and deduce that the number of 
points in ;?P(V) is I+p+'" +pn. 

6. Prove the following theorem in projective geometry of dimension 3, using 
only the propositions of incidence: If ABC, A' B'C' are two triangles, in 
distinct planes, which are in perspective from a point P, then the pairs of 
corresponding sides BC, B'C'; CA, C'A'; AB, A'B' intersect in collinear 
points. 

2.6 The Embedding of Affine Geometry in Projective Geometry 

The fundamental connexion between affine and projective geometry 
is given in 

THEOREM 7. (THE EMBEDDING THEOREM.) If H is any hyperplane 
in 9( V) and c is any vector of V not in H, then the mapping 

rp: S -+ [S] 
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of d(c + H) into BiJ( V) has the following properties: 
(1) cp is a one-one mapping; 

33 

(2) the image of d(c+H) under cp is the subset A of BiJ(V) conaisting 
of all subs paces of V which are not contained in H; 

(3) SeT if, and only if, [S] c [T] for all S, Tin d(c-\'-H); 
if (S')'el is a family of cosets in c+H, then 

(4) [nS,]=n[Sd ifnS, is not empty, and 
(5) [J(S,)] = +[S,]; 
(6) dim S = pdim [S] for all cosets S in c + H; 
(7) S and T are parallel in d(c + H) if, and only if, one of the sulJ­

spaces [S] ('\ H, [T] ('\ H contains the other. 

PROOF. (1) If S=a+MEd(c+H), then [S]=[a]+M and c+H= 
a + H (by Lemma 1). If xa + m = a + h, then (x - l)a = h - m E H where 
a ¢ H (since c ¢ H), and so x= 1 and h=m. Hence [S] ('\ (c+H)=S. 
This shows that the mapping cp is one-one and also, incidentally, that 
the inverse of cp is the mapping Scp __ (Scp) ('\ (c+H). 

(2) If P is a subspace of V not contained in H, then P + H = V, 
since H is a hyperplane in V, and so 

dim(P ('\ H) = dim P+dim H -dim V = dim P-l. 

In other words, P ('\ H is a hyperplane in P. 
Let t be a vector in P, not in H. Then it follows immediately by 

counting dimensions that P = [t] EEl (P ('\ H). Since H + [t] = V, it 
follows in particular that c is of the form yt + h and so yt E C + H. We 
put a=yt and M =P ('\ H. Then P=[a]+M, where a+M Ed(c+H). 
This shows that cp is onto A. 

(3) If[S] c [T] then [S] ('\ (c + H) c [T] ('\ (c + H), which is precisely 
SeT by the last remark in the proof of (1). 

(4) If e EnS, then S,=e+M" for each i in 1. Hence 

nSf = e + nM, and thus [nSf] = [e] + nM,. 

Further, 

for if xe+m,=ye+mj' then (x-y)e=mj-m,EH, so that x=y and 
m,=mj. 

(5) [J(S,)] = J(S,) J 0 = J(S, J 0) = J([S,]), since each of these sub­
spaces is the least coset containing 0 and ~ for each i in I; and 

J([S,]) = + [S,] , 

as J and + are equivalent for subspaces. 
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(6) If8=a+M, then dim [8]= dim M + 1, since [a] n M =0. Hence 
pdim [8] = dim 8. 

(7) If 8=a+M, then [8] n H =M. For if xa+m=h we must have 
x = 0, m = h. The result now follows at once from the definition of 
parallel cosets. 

The above proof can easily be visualized in the case when dim V = 3. 
Figure 7 illustrates the connexion between a point {a} of .9I(c + H) and 
its image [a] in 8P( V); while Figure 8 shows the images of two parallel 
lines. 

Figure 7 

Theorem 7 illustrates a situation frequently encountered in geometry. 
The set A is linked by a one-one mapping cp to the geometry .9I(c + H). 
All the geometrical notions present in .9I(c + H), such as inclusion, inter­
section, join, dimension and parallelism, can be carried over to A by 
means of cpo In this way A itself may be regarded as an affine geometry 
and there are, in fact, many situations where it is more fruitful to focus 
attention on A rather than on .9I(c + H). We are thus led to the follow­
ing definition. 
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c+H 

Figure 8 

DEFINITION. Let S be a coset in a vector space V over a field F. A 
set A together with a one-one mapping cp of d(S) onto A is called an 
affine geometry. 

There is an analogous generalization of projective geometry. 

DEFINITION. Let V be a vector space over a field F. A set P to­
gether with a one-one mapping ifJ of .91( V) onto P is called a projective 
geometry. 

The important thing to remember when one uses these generalized 
geometries is that any geometrical statement for A or P must always be 
interpreted in terms of the corresponding geometrical statement for 
d(S) or .91( V) by using the link cp or ifJ, respectively. Of course, if A or 
P, as sets, already have a geometrical structure in their own right, then 

we must be careful not to confuse this with the one carried over from 
d(S) or .91( V) by the use of cp or ifJ. 

Strictly speaking, neither d(S) nor.9l( V) is a geometry in this general­
ized sense. But, naturally, they both become so if we use the identity 
mapping as our link. 
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The set A of Theorem 7 together with ep is thus an affine geometry. 
But A, as a subset of 9( V), already has some geometrical structure. 
The language we introduced in 9( V), and in particular the definition 
of projective dimension, were chosen precisely so that the geometrical 
structure of A, as a subset of 9( V), fits exactly the structure carried over 
by ep from d(c+H): this is the content of parts (3), (4), (5), (6) of Theo­
rem 7. 

Now A, as a set, is determined once H is chosen: it is simply the set­
theoretical complement of 9(H) in 9( V). But the affine geometry on A 
depends on ep. How does it change with ep 1 Suppose c' is another vec­
tor not in Hand ep' the corresponding mapping 8' __ [8'] of d(c' +H) 
onto A. Then ep'ep-l is a one-one mapping of d(c' +H) onto d(c+H) 
and, by part (3) of Theorem 7, ep' ep - 1 is actually an isomorphism. Thus 
the geometrical notions carried over to A by ep and ep' are exactly the 
same. Strictly speaking, the geometries (A, ep) and (A, ep') are distinct 
but we may identify them and shall refer to A itself as the affine geometry 
in 9( V) determined by H. 

There is no concept of parallelism in projective geometry but the ex­
istence of parallelism in A, as an affine geometry, enables us to introduce 
a suggestive terminology to be used when discussing A as part of the pro­
jective geometry 9( V). For any element M of 9( V) lying in A we 
shall call M n H the hyperplane at infinity in M, or in 9(M). Observe 
that H itself is the hyperplane at infinity in V (and only in V). For ex­
ample, if M is a projective line not contained in H, then M n H is the 
point at infinity in the line M; if N is a projective plane not contained in 
H, then N n H is the line at infinity in the plane N. 

Part (7) of Theorem 7 shows that the elements 8ep, Tep of A are parallel 
if, and only if, 8ep n H contains Tep n H or vice versa; in other words, 
if, and only if, the hyperplane at infinity in 8ep contains, or is contained 
in, the hyperplane at infinity in Tep. Thus, in particular, two lines 
M, N are parallel in A if, and only if, as projective lines in 9( V) they 
have the same point at infinity; a line and plane are parallel in A if, and 
only if, the point at infinity on the line lies on the line at infinity in the 
plane. 

To sum up then, we may say that projective geometry is "little more" 
than affine geometry. Theorem 7 allows us to use either kind of geo­
metry to study the other. For example, the reader may easily deduce 
the propositions of incidence in A or d(c + H) from those in 9( V). This 
procedure is more illuminating than the use of Theorem I and indeed 
supersedes it; though, of course, Theorem I can now be deduced from 
Theorem 2 of Chapter I (cf. exercise 2 below). 

The link between projective and affine geometry also enables us to 
draw pictures of projective configurations. Suppose that ~ is a con-
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figuration in a projective plane &'( V). We choose any projective line 
H and take the "cross-section" of ~ with c + H (where, of course, 
c ¢:. H). This cross-section yields a picture of an affine configuration 
which is actually the image of~ under the mapping cp-l of Theorem 7. 
Different cross-sections may well give us pictures that look quite 
different, but they all represent the same projective configuration ~. 
We would naturally choose a picture in which as little as possible of~ is 
lost off the paper. For example, if ~ is the projective triangle ABO, 
then the natural picture is Figure 9a, which is obtained by choosing H 
not to contain A, B, or o. The other two pictures in Figure 9 illustrate 
respectively the cases where H contains B (but not A or 0) and when 
H=Bo. 

(a) (b) 

Figure 9 

(c) 

As a more elaborate example, suppose ~ is the plane projective 
configuration shown in Figure lOa. If we choose the line EG to be the 
line at infinity, then ~ becomes the affine configuration pictured in 
Figure lOb (called a parallelogram). 

A B 

G 

(a) (b) 
Figure 10 

EXERCISES 

1. If 9"( V) is a four-dimensional projective geometry, show that two planes 
of 9"( V) may intersect in a point. Hence show that, if A is the affine 
geometry in 9"( V) determined by a hyperplane, two non-parallel planes in 
A may have their complete intersection "at infinity". 
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2. Let A be the affine geometry in .9'( V) determined by a hyperplane. In­
terpret Theorem 1 for A and prove it using only Theorem 7 and Theorem 2 
of Chapter I. 

3. Determine the number oflines in an affine plane over the field Fp. (Em­
bed the affine plane in a projective plane and use exercise 4 of § 2.5.) 

2.7 The Fundamental Incidence Theorems of Projective Geometry 

We shall now see that the theorems of Desargues and Pappus, as well 
as the Harmonic Construction, are essentially projective theorems: the 
statements are simpler than for the corresponding affine theorems, and 
moreover (by taking the hyperplane at infinity appropriately), each pro­
jective theorem leads to several affine theorems, each of which would re­
quire separate treatment in affine geometry. 

DEFINITION. Let ABO, A' B'O' be two triangles whose six sides are 
distinct. If L=BO n B'O', M =OA n O'A', N =AB n A'B' are dis­
tinct collinear points and the line LM N is distinct from the sides of the 
triangles, we shall say that the triangles have LM N as axis of perspective. 

THEOREM 8. (DESARGUES' THEOREM AND CONVERSE.) The tri­
angles ABO, A' B'O' have a center of perspective P if, and only if, they 
have an axis of perspective LMN. 

Note that the planes ABO, A' B'O' may, or may not, be distinct. The 
direct part of the theorem is proved in essentially the same way as 
Theorem 3 (there being an obvious interpretation of Lemma 5 for pro-
jective geometry). . 

The natural projective picture of Desargues' configuration is that of 
Figure 2. Observe that Figure 3 is obtained from this by taking P to 
be at infinity. What is the affine picture we get by letting LMN be 
the line at infinity? 

PROOF of the converse. Since L, M, N are distinct and collinear, we 
may choose homogeneous vectors l, m, n for L, M, N, respectively, such 
that l+m+n=O (Lemma 5). If we then choose a, b, c for A, B, 0, 
respectively, we find that 

l = Y1b +ZlC 
m = x 2a +Z2C 
n = x3a+Y3b 

and so (X2 + x3)a + (Y3 + Y1)b + (Zl + Z2)C = o. 
But a, b, c are linearly independent since A, B, ° are not collinear, 

and hence X2 +X3 = Y3 +Y1 = Zl + Z2 = o. None of these scalars can vanish 
because we have assumed that LMN is distinct from the sides of the tri-
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angle ABC. Thus we can find homogeneous vectors (again denoted by 
a, b, c) for A, B, C such that l=b-c, m=c-a, n=a-b. 

Similarly we find a', b', c' for A', B', C', respectively, such that 

1 = b' -c', m = c' -a', n = a' -b', 

and therefore p = a - a' = b - b' = c - c' of. 0 is a homogeneous vector for a 
point P on AA', BB' and CC'. Finally, AA', BB' and CC' are distinct 
because we have assumed that the intersections BC n B'C', etc., are 
points. 

THEOREM 9. (PAPPUS' THEOREM.) If two triads of points, A, B, C; 
A', B', C' are taken on two distinct coplanar lines and the intersections 
BC' n B'C, CA' n C'A, AB' n A'B are points L, M, N, respectively, 
then L, M, N are collinear. 

The proof follows exactly the same pattern as that of Theorem 4. 
(Cf. Fig. 4.) 

The above two theorems playa centrally important role in the syn­
thetic foundations of projective geometry. Desargues' Theorem can 
always be deduced in a three dimensional projective space from the 
axioms of incidence 3.1-3.6 (p. 31), even if the planes of the triangles co­
incide (cf. exercise 3 below). On the other hand, there exist so called 
non-Desarguesian projective planes in which the axioms 2.1 and 2.2 (p. 
31) are satisfied but Desargues' Theorem is not true. Clearly, such a 
non-Desarguesian plane cannot be embedded in any three dimensional 
projective space. 

In all the work we have done so far, with the exception of one point 
in the proof of Pappus' Theorem, we have not used the commutative 
law of multiplication xy = yx in the ground field F. A set F with rules 
of addition and multiplication satisfying all the axioms of a field, but 
with the possible exception of the commutative law of multiplication, 
is called a division ring. All our work on vector spaces and projective 
geometries can be extended to the case where F is a division ring, and 
all our theorems proved-except Pappus' Theorem. The method we 
used to establish Pappus' Theorem shows at once that it is true (for 
all configurations) in such a projective plane over a division ring if, and 
only if, the division ring is in fact a field. 

There are two considerably deeper results which we mention without 
proof. The first is that Desargues' Theorem is true in a projective plane 
(defined synthetically by the propositions of incidence) if, and only if, 
this projective plane is a projective plane over a division ring (defined 
algebraically). The second is an algebraic theorem due to Wedderburn 
which states that a division ring with only a finite number of elements 
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is a field. Combining these results gives a fascinating purely geometri­
cal theorem: The truth of Desargues' Theorem in a finite projective 
plane implies the truth of Pappus' Theorem. (Consult [1], [6].) 

THEOREM 10. (THE HARMONIC CONSTRUCTION.) Given two distinct 
points A, B in a projective plane M and a point G on AB. We choose 
any point 0 in M but not on A B and also any point D on GO distinct from 
G and O. Then E=AD n BO, F=BD n OA and H =EF n AB are 
points and H is independent of the choice of 0 and D. 

The proof is almost identical to the one given for Theorem 5. (Cf. 
Fig. 5.) 

DEFINITION. The point H is called the harmonic conjugate of G with 
respect to A, B. We also say that (A, B; G, H) is a harmonic range. 

For the harmonic construction in the projective plane it is no longer 
necessary to assume that the ground field has more than two elements. 
It is also clear that the exceptional cases where E, For H failed to 
exist in the affine plane are not exceptions here. Observe that, on the 
affine line determined by choosing H as the point at infinity on AB, the 
mid-point of A, B-if it exists-is the harmonic conjugate of H with 
respect to A, B (cf. exercise 8, below). 

The only subtle question remaining is the condition for a point G to 
coincide with its own harmonic conjugate. In fact G = H if, and only 
if, 2xy = 0 (exercise 3, § 2.4). 

In an abstract field F we write 2 for the element 1 + 1. Now it is 
possible that 2 =0 (e.g., in F 2 ). A field in which 2 =0 is called afield of 
characteristic 2. 

We see that there are just two cases: 
(1) if F is a field of characteristic 2, then G = H for all G on AB; 
(2) if F is not a field of characteristic 2, then G = H only for G = A or 

G=B. (For then 2xy=0 implies xy=O.) 

DEFINITION. The configuration consisting of four coplanar points 
A, B, 0, D, no three of which are collinear, and their six joins, is said 
to be a (complete) quadrangle. The points A, B, 0, D are the vertices 
and their joins are the sides of the quadrangle. The intersections of the 
three pairs of opposite sides AD n BO = E, BD n OA = F, 0 DnA B = 
G are called the diagonal points, and they are the vertices of the diagonal 
point triangle of the given quadrangle. (Cf. Fig. lOa.) 

Our remarks above combine to give a proof of the following result. 

THEOREM 11. (FANO'S THEOREM.) If .9'(V) is a 2-dimensional pro­
jective geometry over a field F, then the diagonal points of every complete 
quadrangle in .9'( V) are collinear if, and only if, F has characteristic 2. 
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We have seen above that the harmonic construction is valid in a pro­
jective geometry over the field F 2 • If the planes ABO, A'B'O' in 
Desargues' Theorem (Theorem 8) are assumed to be distinct then there 
is no need to restrict the ground field; but if we try to draw the config­
uration of Desargues' Theorem in a projective plane over F 2' then by 
Fano's Theorem one at least of the triads A, B, 0; A', B', 0' must be 
collinear. Thus for the plane form of Desargues' Theorem we must 
assume that the ground field contains at least three elements. 

EXERCISES 

1. If two tetrahedra AoA1A2A3' BoB1B2B3 are in perspective from a point 
P then the six points of intersection AjAf n BjBf=Pjf, 0::;; i <j::;; 3, are 
coplanar. 

2. Deduce four different affine theorems from Theorem 8. 

3. Given two coplanar triangles ABO, A' B'O' in perspective from a point P. 
Take any line through P not in the plane of the triangles and any points 
Q, R on this line so that P, Q, R are distinct. Find a triangle A" B"O" in 
perspective with ABO from Q and in perspective with A' B'O' from R. 
Hence deduce Desargues' Theorem for the given coplanar triangles by 
using Desargues' Theorem for non· coplanar triangles (cf. § 2.5, exercise 6). 

4. Let AiBPi, i = 1, 2, 3, be three triangles, any two of which are in per­
spective, the center of perspective of AjBpj and AfBpf being Plf. 
Assume P 23 , P 31 , P 12 are distinct collinear points and that AIA2A3' 
B 1B 2B 3, 0 10 20 3 are triangles. Prove that AjBPj, i=l, 2, 3 have a 
common axis of perspective L, and that any two of A 1A 2A 3, B 1B 2B3, 
0 10 20 3 are in perspective, the three centers of perspective lying on L. 

5. By considering the triangles B' BN, O'OM show that the converse of 
Desargues' Theorem can be deduced from the direct theorem in the two­
dimensional case. 

6. Show that Pappus' Theorem can be deduced from Desargues' Theorem 
in the case where the two triads are in perspective. 

7. Using the notations of Theorem 9 (Pappus' Theorem) and assuming that 
A, B, 0, A', B', 0' are distinct from P=ABO n A'B'O', prove that the 
line LMN contains P if, and only if, AA', BB', 00' are concurrent. 

8. Let A, B be distinct points on an affine line L. By embedding L in a 
projective line, verify that there exists a point on L having no harmonic 
conjugate with respect to A, B if, and only if, the ground field is not of 
characteristic 2. 

9. Draw a complete quadrangle and join the pairs of diagonal points. Mark 
in all the harmonic ranges in your diagram. 

10. Prove that the diagonals of a parallelogram bisect each other. (Cf. 
Fig. lOb.) 



CHAPTER III 

Isomorphisms 

3.1 i\fIUujties 

If S, S' are co sets in vector spaces V, V' over fields F, F', respectively, 
we shall often consider mappings f of S into S' with the following 
property: for any coset T in S, the image set Tf is a coset in S'. In 
such a case the mapping 

T-+ Tf 

of d(S) into d(S') induced by f will be denoted by d(j). 
Clearly, if f, g are two such mappings for which the product fg is 

defined then 
d(jg) = d(j)d(g). 

It is important to note that f and d(j) are logically distinct: the 
former acts on vectors and the latter acts on cosets. On the other hand 
we see that f may be regained from d(j) merely by restricting d(j) to 
the co sets consisting of one vector: explicitly, 

{v}d(j) = {v'} if, and only if, vf = v'. 

Occasionally we shall find it convenient to write v d(j) instead of 
{v}d(j). 

If a is a vector in V then the translation 

induces a mapping 
d(ta ): T -+ T +a, 

where T is a coset in V. We shall refer to d(ta) as a translation in d( V). 
If S is a coset in V, the restrictions of ta and d(ta) to Sand d(S), res­
pectively, will still be denoted by the same letters. 

DEFINITION. If S = a + M, S' = a' + M' are cosets in vector spaces 
V, V' over the same field F and if g is an isomorphism of the subspace 
M onto the subspace M', then a mapping of the form 

d(t-a g ta') 

will be called an affinity of d(S) onto d (S'). 
42 
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It is obvious that an affinity is a particular kind of isomorphism-in 
fact, the isomorphism constructed in proving Theorem 2 of Chapter II 
(p. 21) was an affinity. We shall prove later that any isomorphism of 
affine geometries over different fields is as near to an affinity as one 
could possibly expect (see Theorem 5). For affine geometries over the 
same field, affinities are the most natural isomorphisms to study. 

Let us denote t _ a g ta, by h. If s is any vector in S then 

h = Ls ts - a g ta, 

= t_s g t(s-a)g+a" by the linearity of g, 
= t_sgts" 

where s' = (s - a)g + a' = sh. It follows that 

g = ts h L sh• 

But s was an arbitrary element of S and thus g is uniquely determined 
by h. 

When S is a subspace it is natural to choose s = 0 and to express h 
uniquely in the form g ts' where s' = Oh. 

It is easy to verify that the product of two affinities, where defined, 
is again an affinity. For if a=d (t_s g ts') is an affinity of d(S) onto 
d(S'), then an affinity of d(S') 'onto d(S") can be written in the form 
a' =d(Ls' g' ts") so that the product aa' is d(Ls g g'ts")' 

In order to introduce coordinates in an affine geometry d(S) it is 
natural to attempt to use a basis in the underlying vector space V. 
But even if the geometry d(S) contains the point 0 (corresponding to 
the zero vector), there is no geometrical feature to distinguish this from 
any other point and so there is no purely geometrical notion which 
exactly corresponds to that of basis. 

DEFINITION. Let A be an affine geometry of dimension n ~ 1 and 
let PI" .. , P n' Q be n + 1 points of A whose join has the maximum 
dimension n. Then the ordered (n+ I)-tuple (PI" .. , P n, Q) is called 
a frame of reference for A, with origin Q. 

We recall from Chapter I (p. 13) that the space Fn has a standard 
basis {e l , ... , en} where ej is the ordered n-tuple (0, ... , 0, 1, 0, ... , 0) 
with i-term equal to I and all the other terms equal to 0 (i = I,. , ., n). 
If we denote the points {ej} by E j and the point {(O, ... , O)} by 0 then 
(El , ... , En, 0) is the standard frame of reference for d(Fn) with origin O. 

The following result is a stronger form of Theorem 2 of Chapter II. 

THEOREM 1. If (PI' . , " P n, Q) and (P/" , " P n', Q') are frames of 
reference for affine geometries A, A', respectively, defined over the same 
field, then there is a unique affinity a of A onto A' such that Pja = P/ for 
i= I,.", n and Qa=Q', 
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PROOF. We may suppose that A=d(a+M) and A'=d(a'+M') 
where a+M, a' +M' are cosets in vector spaces V, V', respectively, 
over the same field. Let the points PI"'" P n, Q, PI',···, Pn', Q' 
have vectors PI' ... , Pn' q, PI', ... , Pn', q', respectively. 

Any affinity a which satisfies Qa =Q' is expressible in the form 

a = d(t_q g tq,) 

where g is an isomorphism of Manto M'. If also Pia = Pt' for 
i = 1, ... , n then g takes Pi - q into p/ - q' for i = 1, ... , n. By the defini­
tion of frames of reference, the vectors Pi - q (i = 1, ... , n) form a basis 
of M and the vectors p/ - q' (i = 1, ... , n) form a basis of M' (cf. exercise 4 
of § 2.2, p. 20). Thus by Theorem 3 of Chapter I (p. 12) there is one 
and only one such isomorphism g and so there is one and only one such 
affinity cx. 

DEFINITION. If A is an affine geometry of dimension n over a field 
F then an affinity cx of A onto d(Fn) is an affine coordinate system for A. 

It is clear from Theorem 1 that there is a one-one correspondence 
between the frames of reference (PI" .. , P n' Q) for A and the affine 
coordinate systems cx for A, given by 

Qcx = O. 

This affinity cx takes the point X = {q + LXi(Pi - q)} of A to the point 
{(Xl' ... , xn)} of d(Fn). We shall say that (Xl" .. , xn) is the coordinate 
row of X with respect to the given frame of reference (or, with respect 
to the given affine coordinate system). 

EXERCISES 

1. If a is an affinity of d(S) onto d(S') and T is a coset contained in S, 
prove that the restriction of a to d(T) is also an affinity. 

2. Prove that the inverse of the affinity d(t-a g ta,) is the affinity d(La' g -1 tal. 

3. Given a=d(t-a g ta,): d(a+M) ~ d(a+M), prove that the following 
two properties are equivalent: 

(i) Sa is parallel to S for every coset S contained in a + M; 
(ii) Ng=N for every subspace N of M. 

(An affinity with either of these properties is called a dilatation. Cf. exercises 
9 of § 3.2 and 1 of § 3.4, where these mappings are discussed further.) 

3.2 Projectivities 

Let V and V' be two vector spaces over the same field. Iff is a map­
ping of V into V' such that, for every subspace M of V, the image set Mf 
is always a subspace of V', then f induces a mapping 

M --7Mf 



§ 3.2 ISOMORPHISMS 45 

of BP( V) into BP( V'). We shall denote this by BP(f) and stress that, as in 
the analogous affine case, f acts on vectors while BP(f) acts on subspaces. 

DEFINITION. If f is an isomorphism of V onto V' then BP(f) is called 
a projectivity of BP( V) onto BP( V'). In particular, if V' = V, then BP(f) 
is called a collineation of BP( V). 

It is clear that if f and g are two mappings for which BP(f), BP(g) and 
the product fg are defined, then BP(fg) is also defined and 

BP(fg) = BP(f)BP(g). 

Further, if BP(f) and BP(g) are projectivities, so is BP(f)BP(g). 
A projectivity is clearly an isomorphism of the projective geometries. 

We shall find in § 3.5 that the most general isomorphism of BP( V) onto 
BP( V'), when the ground fields are distinct, is as close to being a pro­
jectivity as is possible (see Theqrem 6). 

If f is an isomorphism of V onto V' and Z any non-zero scalar, then 
g = zf is the isomorphism defined by the rule vg = z( vf) for all v in V. 

PROPOSITION l. Two isomorphisms f, g of V onto v' induce the same 
projectivity BP(f) = BP(g) if, and only if, there exists a non-zero scalar z 
such that g = zJ. 

PROOF. If g=zf then Mf=Mg for any subspace M of V and so 
BP(f)=BP(g). 

Conversely, suppose that BP(f) = BP(g); then ag = za(af) where Za is a 
non-zero scalar possibly depending on the vector a. 

Assume first that V = [a]. Then 

(xa)g = x(ag) 
= x(za(af)) 
= (xza)(af) 
= (zax)(af) 
= za(xa)f, for any x in F. 

In other words Zxa = Za for any non-zero x in F. 
Assume that dim V ~ 2. If a, b are linearly independent vectors in 

V then af, bf are linearly independent in V', so the equation 

(a+b)g = ag+bg, 

which is equivalent to 

yields 



46 LINEAR GEOMETRY CHAP. III 

If a and b are linearly dependent we may use the above argument for 
the one-dimensional case to show that Za = Zb' Alternatively, and this 
argument has an application later (pp. 57, 122), we may find a vector 
c in V not linearly dependent on a or b, and deduce that Za = zc, Zb = Zc 

whence Za = Zb' This establishes the result. 

We turn now to the problem of introducing coordinates. 

DEFINITION. If P is a projective geometry of dimension n over the 
field F then a projectivity 7T of Ponto g;(Fn+ 1) is a projective (or lwmo­
geneous) coordinate system for P. 

We look for a frame of reference in P which will determine 7T uniquely. 
Let us write ej for the (n+ I)-tuple (0, ... ,1, ... ,0) with i-term equal 
to 1 and all other terms equal to ° (i = 0, ... , n). (Note that the i-term 
is in the (i + 1) position here, since we number from ° to n.) If A j 7T= [ej] 
for i=O, ... ,n then the (ordered) (n+I)-tuple (Ao, ... ,An) is often 
called the (ordered) simplex of reference for the given coordinate sys­
tem 7T. 

Suppose that the simplex (A o,.'" An) is given. We attempt to 
reconstruct 7T as follows: Let ao, ... , an be any homogeneous vectors 
for A o, ... , An' respectively (i.e., [aj] = Aj for i = 0, ... , n). Then there 
is a unique isomorphism f of V onto Fn + 1 taking a j to ej for each i, and 
the projectivity 7T=g;(j) certainly takes Aj to [etJ for each i. Unfor­
tunately there is an ambiguity in the choice of each a j (except in the 
very special case where the ground field F has only two elements 0, 1), 
because each homogeneous vector may be mUltiplied by an arbitrary 
non-zero scalar in F. When n = ° the ambiguity is "absorbed" when 
we take g;(f) (cf. Proposition 1). When n;::: 1, however, we need a 
further point to "stiffen up" our simplex of reference. 

DEFINITION. Let P be a projective geometry of dimension n;::: 1 
and suppose that (Ao, ... , An' U) is an ordered (n + 2)-tuple of points 
in P such that the sum (j oin) of every subset consisting of (n + 1) of 
these points is of the maximum dimension n. Then (A o,"" An' U) 
is called a frame of reference for P with unit point U and simplex 
(A o,' .. , An)· 

For example, in a 2-dimensional projective geometry any triangle 
may be taken as triangle of reference, and any point, not on any of the 
sides of the triangle, as unit point. In a three-dimensional projective 
geometry we may take any tetrahedron as tetrahedron of reference, and 
any point, not on any of the faces, as unit point. 

The ordered basis (ao, . .. , an) of V is said to determine the frame of 
reference (A o,"" An' U) for g;( V) if Aj = raj] for i = 0, ... , nand 
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U = [ao + ... + an]. The standard basis of Fn + 1 determines the 8tan­
dardframe of reference for 9(Fn+l), viz., (Eo, ... , En' E) where Ej=[ej] 
for i=O, ... , nand E=[(l, 1, ... ,1)]. 

LEMMA 1. Every frame of reference for 9( V) i8 determined by at lea8t 
one ordered ba8i8 of V. Two ordered ba8e8 (ao, ... , an), (bo, ... , bn) of V 
determine the 8ame frame of reference if, and only if, there exi8t8 a non­
zero 8calar z 8uch that bj = zaj for i = 0, ... , n. 

PROOF. Consider the frame of reference (Ao, ... , An> U). Let u be 
a homogeneous vector for U (i.e., [u] = U) and let co' ... , Cn be any 
homogeneous vectors for A o, ... , An' respectively. Then (co, ... , cn ) 

is an ordered basis of V and u = XoCo + ... + XnCn where x j '# ° for 
i = 0, ... , n. If we put aj =XjCj then [aj] = Aj (i = 0, ... , n) and 
u=ao+'" +an· 

If (ao, ... , an), (bo,"" bn) determine the same frame of reference, 
then bj = zjaj (i = 0, ... , n) and bo + ... + bn = z(ao + ... + an). Hence 
zoao + ... + Znan = zao + ... + zan from which it follows, by the linear in­
dependence of ao, ... , an, that Zo = ... = Zn = Z. 

THEOREM 2. If (Ao, ... , An' U), (A o',···, An', U') are frame8 of 
reference for projective geometrie8 P, P' over the 8ame field, then there 
exi8t8 a unique projectivity 7T of Ponto P' 8uch that 

Aj7T = A/ for i = 0, ... , nand U7T = U'. 

PROOF. We consider geometries P=9(V), P'=9(V'). By Lemma 1 
there exist ordered bases (ao,"" an), (ao', ... , an') determining the 
given frames of reference. By Theorem 3 of Chapter I (p. 12) there is 
an isomorphism f of V onto V' such that ad = a/ for i = 0, ... , nand 
consequently (ao + ... + an)f = ao' + ... + an'. The projectivity 9(f) 
clearly satisfies the requirements of the theorem. 

Now suppose that 9(g) is another such projectivity. Then the 
ordered bases (aof, ... , an!), (aog, ... , ang) of V' determine the same 
frame of reference (A o', ... , An', U'). Hence, by Lemma 1, ajg=zad 
for each i. Therefore g = zf and so 9(f) = 9(g) by Proposition 1. 

By Theorem 2 there is a one-one correspondence between frames of 
reference (Ao, ... , An, U) for P and projective coordinate systems 7T for 
P given by 

Aj7T = E j for i = 0, ... , nand U7T = E. 

If P is a point in the geometry P and P7T = [(xo, ... , xn)], then we say 
that (xo,"" xn) is a projective (or homogeneou8) coordinate row of the 
point P with respect to 7T (or with respect to the frame of reference cor­
responding to 7T). 
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EXERCISES 

1. If q;(f) is a projectivity, prove that &(f)-l=q;(f-l). 

2. When the ground field is R, we define the centroid of the affine points 

ao,···, an to be the point ~1 (ao+'" +an). Show that Theorem 2 
n+ 

yields the following affine theorem: 
Given a real affine geometry of dimension (n+ 1) and (n+ 1) linearly 

independent lines A o, ... , An through the point 0 together with a further 
line U through 0 which is not linearly dependent on any n of the A/s. 
Then there exist hyperplanes cutting Ao, ... , An, U in (n + 1) distinct 
points and their centroid, respectively; and any two such hyperplanes 
are parallel. (The cases n = 1, 2 are easily visualized.) 

3. Let P be a projective plane and 7T a collineation having a line L of fixed 
points (i.e., X7T =X for all points X on L). If 7T is not the identity map­
ping, prove that there exists a point A (possibly on L) such that A, P 
and P7T are collinear for every point Pin P. 

(Such a collineation 7T is called a central collineation. The line L is the 
axis and the point A is the center. Cf. also § 3.7.) 

4. Let P be a projective plane and suppose that we are given a line L, dis­
tinct points P, P' not on L and a point A on P P' but distinct from P and 
P'. Prove that there exists one, and only one, central collineation 7T of 
P with axis L, center A and such that P7T = P'. (For the definitions see 
immediately above.) 

5. Let ABC, A' B'C' be two triangles in perspective from a point P. Let 
L= BC n B'C', M =CA n C'A', N =AB n A' B'. By the previous 
exercise there exists a central collineation 7T with axis LM, center P and 
satisfying C7T=C'. Deduce that L, M, N are collinear. 

(This exercise shows that the truth of Desargues' Theorem in a pro­
jective plane is closely linked to the existence of sufficiently many central 
collineations. This fact is of importance in the study of non-Desar­
guesian projective planes. Cf. remarks on page 39. For further informa­
tion the reader should consult [3], [6].) 

6. If L, L' are distinct coplanar lines, A is a point on neither line and 
P --+ P' is the mapping of the points of L onto those of L' defined by 
P' =AP n L', prove that there exist central collineations 7T such that 
P7T = P' for all P on L. 

(The mapping P --+ P' yields, in an obvious way, an isomorphism of 
&(L) onto q;(L'). Such an isomorphism is called a perspectivity and A is 
its center.) 

7. Let 7T be a collineation of a projective plane P which takes a line L in P 
into a distinct line L'. Use the uniqueness part of Theorem 2 to show that 
the induced projectivity of q;(L) onto q;(L') is a perspectivity if (and 
only if) the point L n L' is left fixed by 7T. 

8. Show that a projectivity of the line &(L) onto the distinct coplanar line 
q;(L') can always be expressed as a product of two perspectivities. 
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Prove, further, that a collineation on (!J'(L) can always be written as 
a product of three perspectivities. 

9. Using exercise 3 of § 3.1, prove that an affinity a of d(a+M) onto 
d(a+M) is a dilatation if, and only if, the uniquely determined vector 
space isomorphism associated with a is xlM , for some non-zero scalar x. 
Show, further, that a dilatation (other than the identity) is a translation 
if, and only if, it does not fix any point. (Cf. also exercise 1 of § 3.4.) 

10. Let V and V' be non-zero vector spaces over a division ring D (cf. p. 39) 
and let f be an isomorphism of V onto V'. If z is a non-zero element of 
D show that the mapping 

zf: v - z(vf) 

is an isomorphism if, and only if, zx=xz for every x in D. 
Show that the uniqueness part of Theorem 2 cannot be extended to 

geometries P, P' over a division ring D which is not commutative. (We 
remarked on page 39 that the truth of Pappus' Theorem in a projective 
plane over D is sufficient to ensure that D is commutative. This exer­
cise gives another such criterion.) 

11. Let z, x be elements of a division ring D such that zx ¥- xz and let M, N 
be the subspaces of D3 spanned by {(I, 0, 0), (0, 1, O)}, {(I, 0, 0), (0,0, In, 
respectively. If {J is the isomorphism of M onto N defined by (1,0, O)g= 
(z, 0, 0) and (0, 1, O)g= (0,0, z), show that the projectivity (!J'(g) leaves 
[(1,0,0)] fixed but is not a perspectivity (cf. exercise 7). 

3.3 Linear Equations 

One of the great advantages of coordinates is that they allow the use 
of equations. The following theorems show the relationship which 
exists between linear equations and the geometrical objects we have 
been studying. 

THEOREM 3. The set of all solutions (Xl' ... , xn) in Fn of the linear 
equations 

n 

2: aUXj = bl (i = 1, ... , m) 
j=l 

(1) 

with all au, bl in F, is either empty or is a coset of dimension n - r in Fn, 
where r is the maximum number of linearly independent rows (all' ... , aln ), 
i=I, ... , m. 

If c=(c l , ... , cn) is any solution of the equations (1) then (by the 
linearity) X = (Xl' ... , xn) is a solution of the linear equations 

n 

2: aljX j = ° (i = 1, ... , m) (2) 
j= 1 

if, and only if, X+C is a solution of the equations (1). The proof of 
Theorem 3 reduces therefore to the proof of 
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THEOREM 4. The set of all solutions (Xl' ... , xn) in Fn of the (homo­
geneous) linear equations (2) is a subspace of Fn of dimension (n-r) 
where r is the maximum number of linearly independent rows (all, ... , ajn ), 

i=1, ... , m. 

It is convenient to introduce the subspace of Fn spanned by the rows 
(an, ... , ajn ), (i = 1, ... , m). We call this subspace the coefficient space 
of the system of equations (1) or (2). The number r appearing in the 
statements of Theorems 3 and 4 is the dimension of the coefficient space. 

PROOF OF THEOREM 4. If r = 0 then the theorem is true since then 
every element of Fn is a solution. We suppose therefore that one of 
the coefficients ajj is non-zero. By suitably renumbering the equations 
and variables, if necessary, we may assume that a ll "# o. We shall 
write L j for L~= I ajjXj , i = 1, ... , m. If now LI' = L I , but 

L/ = L j - (anJall)LI 

for i = 2, ... , m, then the system L/ = 0 (i = 1, ... , m) has exactly the 
same set of solutions and the same coefficient space as the system 
L j = 0 (i = 1, ... , m). This follows at once from the fact that every L/ 
is a linear combination of the L j , and every L t is a linear combination of 
the L/. 

We reduce the equations step by step in this way (with suitable re­
numberings, if necessary) until a "truncated triangle" of equations is 
obtained, say 

bllX I + ... 
b~2X2+ ... 

+blnXn = 0, 
+b2nX n = 0, 

+bssXs+··· +bsnXn = 0, 

(3) 

where bll , b22, ... , bss are non-zero. Since the dimension of the co­
efficient space is unaltered at each step, we see that s=r. Equations 
(3) are now solved by giving Xr+ 1> ••• , Xn arbitrary values in F and 
solving uniquely for X r> X r _ 1> ••• , X I in turn, starting with the last 
equation and working upwards. 

If r = n, the only solution is (0, 0, ... , 0); but if r < n, the solutions 
are of the form 

where, for each j = r + 1, ... ,n, aj is a row of which the last (n - r) 
terms are (0, ... , 0, 1, 0, ... , 0) with 1 as the (j - r)-term. These a j are 
therefore linearly independent and the result follows. 

Our method of proving these theorems is less satisfactory, from the 
point of view of elegance and speed, than others to be given later, but 
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it does have the advantage of illustrating the most effective practical 
method of solving linear equations. 

Theorem 3 has the following partial converse. 

PROPOSITION 2. Every coset in F'" is the set of all solutions of a 
suitable system of equations (1). 

PROOF. By the reduction already given of Theorem 3 to Theorem 4 

we need only prove our proposition when the given coset is actually a 
subspace M of F"'. 

We define Mi to be the set of all (YI' ... , y",) in F'" satisfying 

for all (Xl' ... , X",) in M. If we interpret M as a coefficient space we 
see that Mi is a subspace of F'" of dimension n-dim M. 

The subspace Mil. consisting of all (zv ... , z",) in F'" satisfying 

for all (YI' ... , Y",) in Mi clearly contains M. But Mil. has dimension 
n - (n - dim M) = dim M and so Mil. = M (by Theorem 2( 1) of Chapter 
I (p. 11». 

If the rows (au, ... , a l ",), i = 1, ... , m, span M i then M is the solu­
tion space of the equations (2). 

There is a natural interpretation of these results for an affine or a 
projective geometry for which a coordinate system is given. 

If A is an affine geometry with a coordinate system a; and S an ele­
ment of A, then by Proposition 2, Sa; is the set of all solutions of a suit­
able system oflinear equations (1). It is usual to say that the equations 
(1) are a set of equations for S in the given coordinate system. There is a 
similar terminology for projective geometries. 

EXERCISES 

1. A single equation a1X1 + ... +anXn=b, with not all al=O, defines a hyper­
plane in .9I(Fn) which is also a hyperplane of rJ'(Fn) if, and only if, b=O. 

2. Prove Desargues' Theorem by taking A Be as triangle of reference and P as 
unit point. 

3. Prove Pappus' Theorem by taking PAA' as triangle of reference and N as 
unit point. 

4. Prove exercise 1 of § 2.7 by taking AoAlA2Aa as tetrahedron of reference 
and P as unit point. 
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5. Reinterpret the proof of Theorem 10 of Chapter II (the Harmonic Con­
struction) by taking ABO as triangle of reference. When G is distinct 
from A and B (and the ground field is not a field of characteristic 2) then 
EFG may be taken as triangle of reference and D as unit point. Show 
that then A, B, 0 have coordinate rows (-1, 1, 1), (1, -1,1), (1, 1, -1), 
respectively. 

6. In the notation of the Embedding Theorem of Chapter II (p. 32), choose a 
basis {ao, ... , a,,} of V such that ao=c and [al , ••• , a,,]=H. What are the 
equations of Hand c + H? Show that the affine point with coordinates 
(1, Xl' ••. , X,,) is mapped by fP to the projective point with homogeneous 
coordinates (1, Xl' .•• , X,,), and that the coset in c+H defined by the 
equations 

" L aljXj = b" i = 1, ... ,m, 
;= 1 

is mapped by rp onto the subspace with equations 

" L aljXj = b,Xo, i = 1, ... , m. 
j= 1 

7. Let 7T be a projective coordinate system of 9( V) and H the hyperplane 
with equation Xo =0. If A is the affine geometry determined by Hand P 
is a point in A with projective coordinate row (xo, ... , x,,), prove that 

P --* (xl/xo, ... , x"lxo) 

is an affine coordinate system of A. Identify the origin of the correspond­
ing affine frame of reference. 

3.4 Affine and Projective Isomorphisms 

In view of the fundamental theorem about the embedding of affine 
geometries in projective geometries it is natural to expect that affine 
and projective isomorphisms are closely related. 

Suppose that &,(V), &,(V') are projective geometries, not necessarily 
over the same field, and that 7T is an isomorphism of &,(V) onto &,(V'). 
We may choose any hyperplane H in &'( V) and the corresponding hyper­
plane H' = H7T in &'( V') as hyperplanes at infinity and so obtain two 
affine geometries A, A', respectively (p. 36). The restriction a; of 7T to 
A is immediately seen to be an isomorphism of A onto A'. 

Conversely, a given isomorphism a; of A onto A' may be extended in 
one and only one way to an isomorphism 7T of &'( V) onto &'( V'), as 
follows. We define P7T = Pa; for any P in A. Since H is the only hyper­
plane in &'( V) not contained in A, and similarly for H', we must set 
H7T=H'. If M is any subspace of H then all the elements P of A which 
have M as hyperplane at infinity (i.e., P n H = M) are parallel and have 
the same dimension. (Such elements P certainly exist, for if c ¢ H 
then P = [c] + M has M as hyperplane at infinity.) The corresponding 
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elements Pa of A' are again all parallel and have the same dimension; 
as such they all have the same hyperplane at infinity M'. We are thus 
forced to define M'IT = M'. It only remains to show that the one-one 
mapping 'IT so defined, and its inverse 'IT- 1 , preserve inclusion. 

Since 'IT extends a it is clear that 'IT preserves inclusions among the 
elements of A. Suppose that M, N are subspaces of H and that P, Q 
respectively have M, N as hyperplanes at infinity. Then MeN if, 
and only if, P and Q are parallel and dim P s dim Q. By our definition, 
M'IT eN 'IT if, and only if, Pa and Qa are parallel and dim Pa s dim Qa. 
Since a is an isomorphism it follows that MeN if, and only if, M'IT e N'IT. 

If M is a subspace of Hand Q is an element of A with hyperplane at 
infinity N = Q f1 H, then Me Q if, and only if, MeN. From this it 
now follows that Me Q if, and only if, M'lT e Q'IT. 

Suppose now that 9fJ( V), 9fJ( V') are defined over the same field F and 
that 'IT is a projectivity. In other words 'IT = 9fJ(/) where 1 is an iso­
morphism of V onto V' taking H onto H'. The geometries (A, '1'), 
(A', '1") are linked to geometries .9I(c+H), .9I(c' +H') where c, c' are 
arbitrary elements of V, V' not in H, H', respectively. By multiply­
ing 1 by a suitable non-zero scalar, if necessary, we may assume that cl 
lies in c' + H'. We may then assume without loss of generality that 
c' =cf. We wish to prove that the affine isomorphism a of A onto A' 
determined by 'IT (as explained above) is here an affinity. This amounts 
to proving that the induced mapping tpatp'-1 of .9I(c+H) onto .9I(c' +H') 
is an affinity. We shall do this by showing that tpatp'-1 is the restric­
tion to .9I(c +H) of the affinity .91(/) (cf. exercise 1 of § 3.1). 

In the notation of the Embedding Theorem (p. 32), if S E .9I(c+H), 

SI = S' implies [S]I = [S'], 

because 1 is a linear isomorphism. But 1 maps c + H onto c' + H'. 
AlsoS=[S] f1 (c+H) andS'=[S'] f1 (c'+H'). Thus 

SI = S' if, and only if, [S]I = [S']. 

This is just another way of saying that 

S.9I(/) = S' if. and only if, Stpa = S'tp', 

i.e., tpa = .91(/)'1'" as required. 
Suppose, finally, that a projective isomorphism 'IT induces an affinity 

a of A onto A'. Then tpatp' -1 is of the form .9I(Lc g tc') where g is an 
isomorphism of H onto H'. We may extend g uniquely to an isomor­
phism 1 of V onto V' taking c onto c' (by the rule (xc + h)/=xc' +hg). 
The projectivity 9fJ(/) now clearly restricts to the affinity a and so we 
must have 9fJ(/) = 'IT. 

Recapitulating, we have proved the following result. 
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PROPOSITION 3. Let V, V' be vector spaces over fields F, F', respec­
tively, and let H, H' be hyperplanes in &,(V), &,(V') determining affine 
geometries A, A', respectively. Then any projective isomorphism .". of 
&,(V) onto &'(V')for which H.".=H' restricts to an affine isomorphism a of 
A onto A'. Conversely, any affine isomorphism a of A onto A' is the 
restriction of just one such projective isomorphism .".. 

If F = F' then.". is a projectivity if, and only if, a is an affinity. 

EXERCISE 

1. Let P be a projective plane and A the affine plane determined by H as 
line at infinity. If 7T is a collineation of P leaving H invariant (i.e., H7T = 
H) and IX is the affinity of A obtained from 7T by restriction (according to 
Proposition 3), prove that IX is a dilatation if, and only if, 7T is a central 
collineation with H as axis. Prove, further, that IX is a translation if, and 
only if, 7T in addition has its center on H. (Cf. exercises 3 and 9 of § 3.2.) 

3.5 Semi-linear Isomorphisms 

Let V, V' be vector spaces over fields F, F', respectively and let a be 
an isomorphism of d(V) onto d(V'). We also assume in the first 
place that Ova=Ov" For convenience we write va=v' for all v in V. 

When dim V ~ I we can choose a non-zero vector a in V and then, 
since a is an isomorphism taking the line [a] = a J 0v onto the line 
a' J Or = [a'], IX induces a one-one mapping of the points of [a] onto the 
points of [a']. In other words, a defines a one-one mapping 

,: x -+x' 

of F onto F' by the rule 

(xa)' = x'a' 

for all x in F. 
Clearly, from this definition, 0/ = OF' and 1/ = IF" but as far as we 

can tell at this stage the mapping' depends on the choice of the non­
zero vector a. In fact, when dim V = I, an arbitrary one-one mapping 
of V onto V' induces an isomorphism. 

When dim V ~ 2, however, we can deduce much more about both 
a and ,. 

Our first task is to show that , does not depend on the choice of the 
vector a in V. Suppose that a, b are linearly independent vectors in V 
and that 

(xb)' = x"b' 

for all x in F. It is clear that 0/' = 0/ = OF' and so we may assume that 
x:;6 OF' Now the line xa J xb is parallel to a J b and so, since a preserves 
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parallelism, x' a' J x"b' is parallel to a' J b'. But this implies immediately 
that x" = x' as required. If a and b are linearly dependent then we 
choose a third vector c not on [a]. By the above argument, the map­
pings of F onto F' determined by a, c and by b, c are the same, hence 
also those by a, b. 

We may now say (when dim V ~ 2) that there is a unique mapping 
,: x -+ x' of F onto F' such that 

(xa)' = x'a' (1) 

for all x in F and all a in V. 
If a and b are again linearly independent vectors in V then 0: carries 

the parallelogram a, Ov, b, a + b into the parallelogram a', 0v', b', a' + b' 
and so 

(a+b)' = a' +b'. (2) 

Let us now show that (2) is true for all a, bin V. Since it is clearly 
true if a or b is the zero vector, this only leaves the case where a, bare 
linearly dependent and non-zero. Choose a third vector c not on [a]. 
Then we may apply the rule to the pairs (a+b, c), (a, b+c), (b, c), so 
that 

(a+b)' +c' = a' + (b+c)' 
= a' +b' +c', 

from which 

(a+b)' = a' +b', 

as required. 
We may deduce two further properties of the mapping' from the 

rules (1) and (2). 
First, choose any a' ¥ Ov' and any x, yin F. Then 

(x+y)' a' = «x+y)a)' 
= (xa+ya)' (by the vector space axiom V.3, 

and consequently 

for all x, y in F. 

applied to V) 
= (xa)' + (ya), 
= x'a'+y'a' 
= (x' +y')a' (by V.3, applied to V') 

(x+y)' = x' +y' 

Finally, we invoke axiom V.4 which states that 

(xy)a = x(ya) 

(3) 
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for all x, y in F and all a in V. Thus 

(xy)'a' = x'(ya)' = x'(y'a') = (x'y')a' 
and so 

(xy)' = x'y' (4) 
for all x, y in F. 

DEFINITION. A one-one mapping { of a field F onto a field F' is 
called an isomorphism if 

(x+y){ = x{ +y{, 

(xy){ = (x{)(y{) 

for all x, yin F. If F=F' then {is called an automorphism of F. 

DEFINITION. Let V, V' be two vector spaces over fields F, F', res­
pectively. Iff is a one-one mapping of V onto V' and { is a one-one 
mapping of F onto F' where f and { are related by the rules 

(a+b)f = af+bf, 
(xa)f = (x{)(aj) 

for all a, b in V and all x in F, thenfis called a semi-linear isomorphism 
of V onto V' with respect to {. 

We see from the proof of rules (3) and (4) given above, that the 
mapping { in the definition of a semi-linear isomorphism is necessarily 
an isomorphism of F onto F' (provided only that Vf contains a non­
zero vector). 

It is immediately obvious from the definition that the mapping d(j) 
induced by a semi-linear isomorphism f is an affine isomorphism. As 
a partial converse we have the following fundamental theorem. 

THEOREM 5. Let A=d(a+M), A'=d(a'+M') be affine geometries 
over fields F, F', respectively, and let a; be an isomorphism of A onto A'. 

If dim A = 1 then there is a one-one mapping of F onto F'. 
If dim A ~ 2 then there is an isomorphism { of F onto F' and a semi­

linear isomorphism g of M onto M' with respect to { such that 

a; = d(La g taa)' 
The isomorphism { and the semi-linear isomorphism g are both uniquely 
determined by a;. 

PROOF. Very little remains to be proved. The mapping 

d(ta) a; d(t_ aa ) 

is an affine isomorphism of d{M) onto d(M') taking OM onto OM' and 
so, by the above argument, is induced by (i) a one-one mapping of F 
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onto F' when dim A = 1 and (ti) a semi-linear isomorphism 9 when 
dim A~2. 

The uniqueness of 9 is proved in exactly the same way as in the oase 
when a is an affinity (of. p. 43). But onoe 9 is known, { is uniquely 
determined by the argument given above. 

Before we prove the oorresponding theorem for projeotive geometries 
we remark that there is an analogue of Proposition 1 for semi-linear iso­
morphisms provided that dim V ~ 2. If I is a semi-linear isomorphism 
of V onto V' with respeot to { and z' is any non-zero soalar in F' then 
the reader will verify that the mapping 9 = z'l defined by the rule 

vg = z'(v/) 

for all v in V, is again a semi-linear isomorphism of V onto V' with 
respeot to the same isomorphism {. The proof already given for 
Proposition 1 when dim V ~ 2 shows that the semi-linear isomorphisms 
I and 9 of V onto V' induoe the same projeotive isomorphism ~(/) = 
~(g) if, and only if, 9 = z'l for some non-zero soalar z' in F'. 

THEOREM 6. Let P = ~(V), P' = ~(V') be projective geometries over 
fields F, F', respectively and let 1T be an isomorphism 01 Ponto P'. 

II pdim P = 1 then there i8 a one-one mapping 01 F onto F'. 
II pdim P ~ 2 then there is an isomorphism { 01 F onto F' and a 8emi­

linear i80morphism I 01 V onto V' ·with respect to { IJ'UCh that 

1T = ~(/). 

The i80m0rphism { is 'Uniquely determined by 1T and the semi-linear iso­
morphism I is determined by 1T to within an arbitrary (non-zero) scalar 
multiple in F'. 

PROOF. Choose a hyperplane H in ~(V) and a veotor c of V not in 
H. Let H' =H1T and c' be any non-zero veotor in [C]1T. The iso­
morphism 1T induces a mapping 

~: S -+- [S]1T" (c' +H') 

of d(c + H) onto d(c' + H') and this is an affine isomorphism (by part 
(3) of the Embedding Theorem, p. 32). 

If pdim P = 1 then dim d( c + H) = 1 and so the first part is immediate 
from Theorem 5. 

If pdim P ~ 2 then dim d(c + H) ~ 2 and so there exists a field iso­
morphism { of F onto F' and a semi-linear isomorphism 9 of H onto H' 
with respeot to {suoh that ~=d(Lc 9 tc')' We extend 9 uniquely to a 
semi-linear isomorphism I of V onto V' by the rule 

(xc+h)1 = (x{)c' + kg. 
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Then the projective isomorphism f!/J(/) induces fJ. But 7T also induces 
fJ. Hence f!/J(/) = 7T by Proposition 3. 

We recall that the fields we are mainly interested in are Fp (p prime), 
Q, Rand C. It is easy to show that F p and Q each have only one auto­
morphism, namely the identity. Let, be an automorphism of R. 
The positive elements of R are precisely the non-zero elements which 
are squares and so , preserves the natural order in R. Since' acts as 
the identity on the subfield Q of rational numbers, , preserves Dedekind 
sections and so is the identity on R. Thus the semi-linear isomorphisms 
are simply linear isomorphisms if the ground field F is F p' Q or R. 
On the other hand C obviously has the automorphism x + iy ~ x - iy 
which is not the identity. Surprisingly, C has a very large number 
of automorphisms-in fact 22K

O where No is the first transfinite cardinal. 

EXERCISES 

1. Prove that the identity mapping is the only automorphism of each of the 
fields Q and F p for any prime p. Show further that there are only two 
automorphisms of C that fix all the real numbers: the identity mapping 
and the conjugation mapping x+iy ~ x-iy. 

2. If, is an automorphism of the field F, prove that the mapping 

g: (Xl'··.' Xn) - (Xl', ... , X,,,) 

is a semi-linear isomorphism of F" onto itself with respect to ,. 

3. If, is the conjugation mapping of exercise 1 and if g is defined as in exer­
cise 2 in the case F = C, show that a point P of &'(Cn ) is fixed under &'(g) if, 
and only if, P is a real point, i.e., P has a homogeneous vector in Rn. 

4. Let V be a real vector space and Vee) its complexification (cf. § 1.5, p. 14). 
If f is an isomorphism of V onto V and we define g: Vee) - Vee) to be the 
mapping 

a+ib - af-ibf 

prove that g is a semi-linear isomorphism of V(Cl onto Vee) with respect 
to ,: x+iy _ x-iy. 

5. Let a be an isomorphism of d( V) onto d( V') and a' one of d( V') onto 
d(VN). Suppose that dim V;:::2 and that a, a' determine semi-linear 
isomorphisms g, g' and field automorphisms " r, respectively (according 
to Theorem 5). Prove that aa' determines the semi-linear isomorphism 
gg' with respect to ,r. 

3.6 Groups of Automorpbisms 

In our discussion of isomorphisms (whether of vector spaces, affine 
geometries or projective geometries) we have not so far assumed that 
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the image space coincides with the original. We shall now investigate 
what happens to our results when we do impose this restriction. The 
most notable difference is that it now always makes sense to multiply 
isomorphisms. 

More precisely, let X be anyone of the following objects: a vector 
space V, an affine geometry A, a projective geometry P or a field F. 
Then Aut X shall denote the set of all automorphism8 of X, i.e., the set 
of all isomorphisms of X onto X. The identity mapping I x belongs to 
Aut X and if a, bEAut X then ab and a-I E Aut X. Moreover, map­
ping multiplication satisfies the associative law. Hence Aut X is 
actually a group with respect to multiplication. (It is a subgroup of 
the group of all permutations of X: cf. Chapter I, p. 4.) 

The results of this chapter may now be reinterpreted as statements 
concerning the structure of the groups Aut V, Aut A and Aut P. That 
is the aim of this section. 

We observe immediately that in Aut A there are two important sub­
groups: the subgroup Af A consisting of all affinities of A onto A, 
called the affine group on A, and the subgroup Tr A consisting of all 
translations in A. In Aut P there is the subgroup Pr P consisting of all 
collineations of P, called the projective (or collineation) group on P. 

The group Aut V is usually called the general linear group on V. It 
is a subgroup of the group of all semi-linear isomorphisms of V onto V. 
We shall denote this latter group by S(V). 

We now need to introduce a new concept. 

DEFINITION. A mapping 0 of a group G into a group G' is a homo­
morphism if 

(ab)O = (aO)(bO) 

for every a, b in G. If 0 is also one-one and onto G' then 0 is an iso­
morphism of G onto G'. 

In this definition we have written G and G' multiplicatively. It will 
be clear how the definitions must be phrased if other notations are 
used. Sometimes, in fact, one group is given with respect to addition 
and the other with respect to multiplication. We have a case of this 
at hand. If Tr V denotes the group of all translations ta in V (a E V), 
then the mapping 

a --* ta 

is an isomorphism of the additive group V (see axiom V.I, p. 5) onto 
Tr V. This follows from the equation 

t a+b = ta tb· 

If the homomorphism is not one-one we require some measure of the 
"shrinkage" when we go from G to the image GO. 
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DEFINITION. The kernel of the homomorphism 0 of G into G' is the 
set of all elements a in G such that aO= 1 (the identity element of G'). 

PROPOSITION 4. The kernel of 0 is a subgroup of G. 
We leave the proof as an exercise. But we remark that not every 

subgroup need be a kernel. (See exercise 4, below.) 

PROPOSITION 5. Let V be a vector space of dimension;;:: 3 over a field 
F and let q;>, if; , 0 be the homomorphisms 

F* ~ Aut V !!,.. Aut &'( V) ~ AutF 

where q;>: Z ---+ Z 1, if;: f ---+ &'(j) and for any 7T in Aut &'( V), TTO is the auto­
morphism of F determined by 7T according to Theorem 6. Then 

(i) q;> is one-one; 
(ii) if; has kernel F*q;> and maps Aut V onto the projective group Pr &'( V) ; 

(iii) 0 has kernel Pr &,(V) and maps Aut&'(V) onto AutF. 

PROOF. Clearly q;> and if; are homomorphisms. Moreover (i) is trivial 
and (ii) is immediate from Proposition 1. 

To see that 0 is a homomorphism, we choose two projective auto­
morphisms and use Theorem 6 to represent them in the form &'(j), 
&'(j') where f, l' are semi-linear isomorphisms of V onto V with respect 
to " C respectively. Then &'(j) &'(j') = &'(j1') and 

(xa)(if') = «xa)f)1' = «xO(af))1' = (x"')(aif') , 

so that if' is semi-linear with respect to "'. Hence 0 is a homomorphism. 
Finally, let' be an arbitrary element in AutF. Choose an ordered 

basis (al> ... , an) of V. Then the mapping 

g: x1a1 + ... +xnan ---+ (x1')a1 + ... + (xnOan 

is a semi-linear isomorphism of V onto V with respect to ,. Hence, 
is the image under 0 of &'(g). 

The reader may be familiar with exact sequences of groups. Using 
this notion, Proposition 5 amounts to the statement that the sequence 
of groups 

{I} ---+ F* ~ Aut V ~ Aut &,(V) ~ Aut F --+ {I} 

is exact. 

In order to describe efficiently the relations between the groups 
associated with an affine geometry we need the following concept. 

DEFINITION. A group G is said to be the split product of the ordered 
pair of subgroups (H, K) if 
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(1) every element in G can be uniquely written in the form hk, with 
h in H, k in K and 

(2) hk ~ h is a homomorphism (of G onto H with kernel K). 

PROPOSITION 6. Let V be a vector 8pace of dimemion ~ 2 over a field 
F. 

(i) Aut d(V) i8 the 8plit product of (8, T) where 8 i8 iBomorphic to 
8( V) by meam of the i80morphi8m f ~ d(f) and T = Tr d( V) i8 i80-
morphic to the additive group V, the i80m0rphiBm being v ~ d(tu)' 

(ii) Af d( V) i8 the 8plit product of (L, T) where T i8 a8 before and L 
i8 i80morphic to Aut V, by mean8 of the i80morphi8m f ~ d(f), re8tricted 
to Aut V. 

The non-trivial part of this proposition is the proof of condition (1) 
for a split product in part (i): this follows from Theorem 5. The rest 
we leave as an exercise for the read~r. 

In view of the Embedding Theorem (p. 32), we expect some kind of 
relationship between Aut &,(V) and Aut A. We may read this off from 
Proposition 3 above (p. 54). 

THEOREM 7. Let H be a hyperplane in &'( V) and let A be the affine 
geometry in &,(V) determined by H. Let (Aut &'(V))H and (Pr &'(V))H 
be the 8ubgroup8 of Aut &'( V) and Pr &'( V) who8e element8 leave H in­
variant. Then the mapping p: 7T ~ a defined in Prop08ition 3 i8 an 
i80morphi8m of (Aut &'( V))H onto Aut A and p re8trict8 to an i80morphi8m 
of (Pr &'(V))H onto Af A. 

PROOF. The fact that p: 7T ~ a preserves mUltiplication is immediate 
from the definitions. The rest of the theorem is immediate from 
Proposition 3. (Note again that in each of these statements the hardest 
part to prove is that the isomorphisms are onto.) 

It is intuitively obvious that two isomorphic geometries will have 
isomorphic groups of automorphisms. We can make this quite ex­
plicit : If a is an isomorphism of an affine geometry A onto an affine 
geometry A' then the mapping 

is an isomorphism of Aut A onto Aut A'. 
We may make use of the fact that A and d(H) are isomorphic to 

deduce that (Pr &,(V))H is isomorphic to Af d(H). The reader should 
note, however, that the isomorphism here depends on the choice of coset 
c + H and is no longer "natural". 
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EXERCISES 

1. Given fields F, F' and a mapping rp: F ---+ F' such that 

(x+y)rp = xrp+yrp, 

(xy)rp = (xrp)(yrp) 

for all x, y in F; prove that rp is either an isomorphism of F onto Frp or 
xrp=Or, for all x in F. 

2. If V is a vector space over F and dim V = 1, prove that Aut V is isomorphic 
to F*. 

3. If V is a vector space of dimension n over Fp , prove that Aut V is finite 
and that its order (i.e., the number of its elements) is 

(pn_l)(pn_p) . .. (pn_pn-l). 

(Use exercise 3 of § 1.5 and Theorem 3 of Chapter 1.) 
Calculate the orders of Aut .?P( V) and Aut d( V). 

4. Let G be the group of permutations of the set {I, 2, 3}. If TT is the permu­
tation defined by lTT=2, 2TT= 1, 3TT=3, show that the subgroup {I, TT} of G 
cannot be the kernel of a homomorphism of G into another group. (If K 
is a kernel in a group G then x-1yx E K for all y in K and all x in G.) 

3.7 Central Collineations 

It is perhaps surprising that the question of whether a given projec­
tive isomorphism is, or is not, a projectivity can already be decided by 
looking only at the effect it has on a single line. 

LEMMA 2. If TT is a projective isomorphism whose restriction to a 
given line is known to be a projectivity, then 7T is itself a projectivity. 

PROOF. Let P =.6"( V). If pdim V = 1 the result is obvious. If 
pdim V 2: 2 then TT = .6"(j) where f is a semi-linear isomorphism with 
respect to ,. Let g be the restriction of f to the given line L. Then 
.6"(g) =.6"( h) for some linear isomorphism h of L. By the argument of 
Proposition 1, g = zh for some non-zero scalar z. This implies that g 
is linear. But g is semi-linear with respect to , and so ,= 1 as re­
quired. 

As a particular case we see that any projective automorphism TT 
which has a line of invariant (or fixed) points (i.e., PTT = P for all points 
P on some line L) is a collineation. 

DEFINITION. Let P be a projective geometry of dimension n 2: 2. 
Then any automorphism TT of P which has a hyperplane H of invariant 
points is called a central collineation. 

If Hand K are distinct hyperplanes of invariant points for a col-
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xlH and ylK respectively, for some scalars x, y. Since H 11 K #0 we 
must have x=y. But then since P is the join of Hand K, 1T=.9'(xl) is 
the identity collineation. Thus a central collineation 1T which is dis­
tinct from the identity collineation has a unique hyperplane of in­
variant points which we call the hyperplane of 1T. 

If 1T has an invariant point A outside its hyperplane then every line 
through A contains at least two invariant points and so is left invariant 
by 1T. Thus A, P, P1T are collinear for any point P. We shall call a 
point A with this last property a center of 1T. 

PROPOSITION 7. A central collineation 1T which i8 di8tinct from the 
identity has one and only one center A (p088ibly on the !typerplane of 1T) 
and A i8 an invariant point for 1T. 

PROOF. Suppose that 1T = .9'(/) where f is an element of Aut V and 
that P1T = P for every point P of the hyperplane H of V. By multi­
plying f by a suitable non-zero scalar we may assume that the restric­
tion of f to H is the identity mapping 1 H. Let c be a vector of V not in 
H; then any vector of V can be expressed uniquely in the form xc + h 
where x E F and hE H. By our assumption 

(xc+h)f-(xc+h) = x(cf-c). 

If cf = c then of course f is the identity mapping on all of V. If cf # c 
we may put a=cf-c#O. The point A=[a] is then a center as re­
quired. 

If A and B are two distinct centers then P1T = P for all points P not 
on AB. But if a is an arbitrary point on AB and L is a line through a 
distinct from AB, then every point of L other than a is left invariant 
by 1T. Hence a itself is left invariant by 1T and so 1T is the identity col­
lineation, contrary to hypothesis. 

Finally, if A is the center of 1T, then every line through A is left in­
variant by 1T and so A is left invariant by 1T. 

We could have defined a central collineation as one which has a center 
(see exercise 10, § 4.6, p. 83). The definition we chose is easier to 
handle although admittedly not so natural as far as terminology is 
concerned. 

We recall from exercise 3 on page 44 that a dilatation of an affine 
geometry A is an affinity a of A onto A such that Sa is parallel to S for 
every Sin A. 

PROPOSITION 8. In the notation of Prop08ition 3, a i8 a dilatation of A 
if, and only if, 1T i8 a central collineation with hyperplane H. Further, 
a i8 a tran8lation if, and only if, 1T has center on H. (Note that a= lA if, 
and only if, 1T= 1&,(V).) 
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PROOF. (1) It follows directly from the definition that a is a dilatation 
if, and only if, S and Sa have the same hyperplane at infinity for every 
S in A. But the construction of 17 from a given in the proof of Proposi­
tion 3 shows that this is equivalent to the condition that M 17 = M for 
every subspace M of H. 

(2) If a is a translation (other than the identity) then a has no in­
variant points. This implies that the invariant points of 17, including 
the center, lie on H. 

Conversely, suppose that 17# IB"(V) and has center on H. Then a 
has no invariant points (Proposition 7). The result now f0110ws from 
exercise 9 of § 3.2. (The reader may prefer to verify that the mapping 
cpacp-l of d(c+H) onto itself is indeed a translation.) We may also 
argue that if P and Q are two distinct points of A then the points P, 
Q, Qa, Pa (in this order) are the vertices of a parallelogram (which is 
"flat" if PQ contains the center). But this is clearly a "geometrical" 
condition for a to be a translation. 

A general collineation may be very different from a central collinea­
tion and in fact may not have any invariant points at all! Nevertheless 
we may prove the following striking result. 

THEOREM 8. Any collineation of a projective geometry P of dimension 
n ~ 2 can be expressed as a product of n (or fewer) central collineations of P. 

We shall need 

LEMMA 3. Given a subspace M of V and vectors p, q neither of which 
lies in M, then there exists an automorphism f of V such that pf = q and 
that f is the identity mapping on a hyperplane H of V containing M. 

PROOF. Let {aI' ... , ar} be a basis of M (which is empty if M = 0). 
Suppose first that M + [p] = M + [q]. There exist linearly indepen­

dent vectors bl , ... , bs such that {aI' ... , an p, bl , ... , bs} is a basis of 
V (Theorem 1 (3), of Chapter I, p. 10). Since M +[p] =M +[q], 
{aI' ... , an q, bl , ... , bs} is then also a basis. Hence there exists a 
unique automorphism f such that ad=a j for i=I, .. . ,r, b;f=b j for 
j = 1, ... , sand pf= q (Theorem 3 of Chapter I, p. 12). 

If, on the other hand, M + [p] # M + [q], then M + [p] + [q] is a direct 
sum and we can complete its basis {aI' ... , an p, q} to a basis of V by 
vectors bl , ... , bs -1' Here we define an automorphism f by ad = a j for 
i=I, ... ,r, b;f=b j forj=I, ... ,s-l, pf=q and qf=p. The hyper­
plane fixed elementwise by f is [aI' ... , an bl , ... , bs - l , P +q]. 

PROOF OF THEOREM 8. For each 17 in Pr eP( V) we consider the sub­
spaces M on which 17 acts as the identity; and we define m(l7) to be the 
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maximum of the dimensions pdim M for all such M. We shall prove 
that 7T can be written as a product of pdim V -m(7T} (or fewer) central 
collineations. 

The proof is by induction on the integer i(7T} =pdim V -m(7T}. When 
i(7T} = 0, 7T is the identity mapping which we regard conventionally as 
a product of no central collineations. When i(7T} = 1, 7T is a central 
collineation. Suppose the result established for all 7T with i(7T} < k and 
consider a collineation with i(7T} = k. 

Let M be a subspace whose points are left invariant by 7T and with 
pdim M =m(7T}. If P is any point not in M, then P7T also is not in M. 
The collineation 7T may be written 7T = fYJ(g} where the restriction of g to 
M is 1 M' If P = [p] and q = pg then, by Lemma 3 above, there exists 
an automorphism 11 such that 11 restricts to the identity mapping on 
M, q=pl1 and 7T1 =fYJ(j1} is a central collineation. It follows that 
11 -1 g restricts to the identity mapping on M + [q] and hence, by the in­
duction hypothesis, fYJ(J1 -1 g} is a product 7T2' .. 7Tk of central collinea­
tions. Thus fYJ(g) = fYJ(J1)fYJ(J1 -1 g} = 7T17T2' .. 7Tk' as required. 

If 7T is a central collineation of fYJ( V) with center A then the restric­
tion of 7T to any hyperplane M of V is a projectivity of M onto M7T. If 
A is not on M then this projectivity is called a perspectivity of M onto 
M7T with center A. It is clear that if P is any point of M then the 
corresponding point P7T is the intersection of M7T and the line AP. 
Conversely, it is quite easy to show that if two distinct hyperplanes 
M, M' in V are given, together with a point A not on M or M' and a 
hyperplane H through M n M' but distinct from M and M', then there 
is a unique central collineation 7T with center A, hyperplane H and such 
that M7T=M'. 

In the foundations of classical projective geometry these perspec­
tivities played the most important role. It is clear from Theorem 8 
that a study of perspectivities leads to the general theory of projec­
tivities, but that the projective isomorphisms induced by semi-linear 
isomorphisms, as distinct from linear isomorphisms, cannot be con­
structed in this way. As we pointed out earlier (page 58), the field R 
of real numbers has only the identity automorphism and so this distinc­
tion is vacuous in the truly classical case. The projective isomorphisms 
which arise over the complex numbers involving automorphisms of C 
other than the identity and the conjugacy automorphism are strictly 
"pathological" from the algebraic point of view. 



CHAPTER IV 

Linear Mappings 

4.1 Elementary Properties of Linear Mappings 

Our study of vector spaces in Chapter I involved only a single space 
at a time, except when we discussed isomorphisms. We must now look 
at relations between different spaces, possibly even of different dimen­
sions. For this we need a generalization of the notion of isomorphism. 

DEFINITION. If V and V' are vector spaces over the same field F, 
then a mapping f of V into V' is called a linear mapping (or homomor­
phism) if 

L.1. (a+b)f=af+bf, 
L.2. (xa)f=x(af), 

for all a, b in V and all x in F. 

We sometimes wish to emphasise the linear nature of an isomorphism 
f of V onto V' and shall then refer to f as a linear isomorphism. We 
also recall that an isomorphism of V onto V itself is called a (linear) 
automorphism of V (cf. § 3.6, p. 59). 

The most important objects associated with a linear mapping f of 
V into V' are the image Vf and a certain subset of V called the kernel 
of f. 

DEFINITION. The kernel offis the set of all vectors a in V such that 
af = 0, and will be denoted by Ker f. 

We leave the reader to prove that Vf is a subspace of V' and Ker f is 
a subspace of V. Further,fis one-one if, and only if, Kerf={O}. At 
the other extreme, f is the zero mapping 0 if, and only if, Ker f= V. 

THEOREM 1. Let f be a linear mapping of the vector space V. Then 
for any subspace M of V such that 

V = M (£; Kerf 

the restriction of f to M is an isomorphism of M onto V f. 
Moreover, 

dim Vf = dim V -dim (Kerf). 
66 
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PROOF. We recall from Chapter I, Theorem 1, Corollary 2 (p. II) 
that there always exist subspaces M such that V = M EB Ker j. Any 
vector v in V is uniquely expressible in the form v = a + b where a E M 
and b E Ker f. By the definition of Ker f, vf = af and so V f = Mj. 
Further, af = 0 implies that a E M n Ker f = {o}. Thus the restriction 
of f to M is an isomorphism of M onto Mf = V f. 

The last part now follows immediately from Theorem 2 of Chapter I 
(p. II). 

COROLLARY. Iff is a linear mapping of V into V', then any two of 
the following conditions imply the third: 

( 1) f is one-one; 
(2) f is onto V'; 
(3) dim V = dim V'. 

PROOF. (1) is equivalent to dim V = dim Vf and (2) is equivalent to 
dim Vf=dim V'. 

Suppose again thatf: V -- V' is linear, K =Ker fand a, b E V. Then 
af=bf if, and only if, -a+b E K, i.e., if, and only if, a and b lie in the 
same coset of K (cf§ 2.1). It is easy to see that if U E a+K and vEb +K, 
then u+vE(a+b)+K and xUExa+K for any scalar x. We may 
therefore define unambiguously an "addition" of cosets by setting 
(a + K) + (b + K) = (a + b) + K; and a "scalar multiplication" by setting 
x(a+K)=xa+K. If VIK denotes the set of all cosets of K, it is a 
simple matter to check that these definitions of addition and scalar 
multiplication make V IK into a vector space over F. Moreover, the 
mapping p: a -- a + K of V onto V I K is linear and its kernel is precisely 
K. 

Since f has the same effect on all the elements of a single coset 
of K, we may define a mapping p' of the space VIK by setting 
(a + K)p' = af. Then p' is linear and has image V f. It is also one-one: 
if (a+K)p' = (b+K)p' then af=bf and hence -a+b E K so that 
a+K =b+K. We have now proved 

PROPOSITION 1. Every linear mapping f of V into V' can be factored 
in the form f = pp', where p is the linear mapping a -- a + Ker f of V onto 
VIKer f and p' is an isomorphism of VIKer f onto Vj. 

We observe that Theorem 1 can be expressed in a similar manner. 
If q is the mapping 

q: a+b--a 

for a in M, bin Ker f, and q' is the restriction of f to M, then f=qq'. 
Since there are in general many "direct complements" M for Ker fin V, 
the factorization in this case is not unique. Despite this disadvantage 
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we shall find more use in this book for Theorem 1 than for Proposition 1. 
The real significance of Proposition 1 is that the construction involved 
can be carried out in a much more general context than ours. 

It is frequently necessary to consider more than one linear mapping 
at a time. It is then important to know that the set of all linear map­
pings (of a vector space into another) can itself be given the structure 
of a vector space. 

Let ..2'F(V, V'), or ..2'(V, V') when the ground field F is understood, 
denote the set of all linear mappings of V into V'. Iff, g E ..2'( V, V'), 
we shall denote the mapping 

a ---+ af+ag 
by f+g; and for x in F, the mapping 

a ---+ x(af) 
by xf. We leave, as an exercise, the verification that f+g and xf are 
themselves linear mappings (of V into V') and that, relative to these 
definitions of addition and scalar multiplication, ..2'(V, V') is a vector 
space over F. 

IffE ..2'(V, V') and g E ..2'(V', V"), then the mappingfg of V into V" 
is again linear. (We recall that a(fg) = (af)g for all a in V.) Further, 
iff and g are one-one (or isomorphisms) thenfg is also one-one (or an 
isomorphism). The commutative law of multiplication fg = gf need 
not hold even if both products fg, gf are defined (see exercises 2, 4, 5, 
below). 

In the special case where V = V', ..2'( V, V) may be given more struc­
ture than just that of a vector space. For here the product fg of any 
two elements is always defined (and is an element of ..2'(V, V)). The 
following rules are easily checked: 

A.I. (fg)h=f(gh), 
A.2. f(g+h)=fg+fh, 
A.3. (f+g)h=fh+gh, 
A.4. x(fg) = (xf)g = f(xg), 

for allf, g, h in ..2'(V, V) and all x in F. 
DEFINITION. Let A be a vector space over a field F together with a 

rule (called multiplication) which associates with any two elements a, b 
in A an element ab, also in A (and called the product of a by b). If the 
above axioms A.l to A.4 hold for allf, g, h in A and all x in F, then A 
is called a linear algebra over the field F. 

We recall that we have been assuming from Chapter II onwards 
that our vector spaces are finite dimensional. It is clear, however, 
that all the definitions given in this section (but not all the results!) 
are quite independent of this restriction. 

Thus ..2'( V, V), even in the infinite dimensional case, is an example 
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of a linear algebra over F. Another example is F[X], the set of all 
polynomials in X over F (with the ordinary multiplication of poly­
nomials). A third important example arises if E is a field containing 
F: then E is a linear algebra over F, where the algebra multiplication 
is the given multiplication in E (cf. example 2 on p. 5). 

EXERCISES 

We drop the convention about finite dimensionality in exercises 1, 2, 4 and 9. 

1. Prove that /(X) ~ /(X)1' is a one-one linear mapping of F p[ X] into itself. 

2. If D denotes the operation of differentiation and J denotes the operation 
of "integration from 0 to X", show that D and J are linear mappings of 
Q[X] into Q[X]. Prove that D is onto Q[X] but is not one-one, and J is 
one-one but not onto Q[X]. (This shows that the corollary to Theorem I 
is false for infinite dimensional spaces.) Find J D - DJ. 

3. Let V be the vector space of all polynomials in X over a field F of degree 
less than n (including the zero polynomial). If D denotes the differen­
tiation operator applied to V, show that KerD+ V D is not the whole 
spa,ce V provided n:::: 2. 

4. If D is the differentiation operator on F[X] and m is the linear mapping 
/(X) ~ X/(X), prove that mD - Dm is the identity mapping. 

5. If (a1 , ••• , am) is an ordered basis of U and if b1 , ••• , bm are any vectors 
in V, show that there is one, and only one, linear mapping/: U ~ V such 
thata;/=bl , i=I, ... ,m. 

Let (eV e2) be the standard basis of F2 and let / and g be the linear 
mappings of F2 into F2 which take (ev e2) to (e 1 , 0) and (0, e1 ), respec­
tively. Show that/g=O but that g/=g. 

6. If U, V have ordered bases (u1 , • .• , urn), (V1' •.• , vn ), respectively, show 
that there is a linear mapping /If defined by 

u,,/ij = S"IVf for i, k = I, ... , m;j = I, ... , n. 

(Here Ski is the "Kronecker delta": its value is IF if k=i and OF otherwise.) 
Show that the mn mappings/ij form a basis of .ft'(U, V). 

7. Let I be a linear mapping of V into V'. If there exists a linear mapping 
g of V' into V such that either /g=I y or g/=I y ', show that/is an iso­
morphism of V onto V' with inverse /-l=g. (Use exercise I of § 1.1 
(p. 3) and Theorem I, Corollary (p. 67).) 

8. Vector spaces Yo, V 1, ••• , V n + 1 are given together with linear mappings 
It: Vi~ Vi + 1 for i=O, I, ... ,n. Suppose that Vo =Vn + 1 =0 and for 
i=O, ... , n -1, Ker/i +1 = V;/i· (In these circumstances we say that 
the sequence 

V " V 12 fn-l V 0 o -- 1 -----"--+ 2 -----"--+ ••• -- n--
is exact.) Prove that 

n L (-1)1 dim VI = O. 
1= 1 
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9. Let f be a linear mapping of V into V satisfying f2 = f. Show that if M 
is the image off and K is the kernel off, then V = M EEl K. Hence show 
that f is the projection of V onto M with kernel K (cf. the paragraph 
following Proposition 1). 

10. Let 7r be a non-identity central collineation of .9( V) with hyperplane H 
and center A. Suppose that 7r=.9(f), where the automorphism f is 
chosen so that f restricts to the identity mapping on H. Prove that 
H =Ker(f-I) and A = V(f-I). 

(An automorphismf of V which restricts to the identity mapping on a 
hyperplane is called an elementary transformation of V. Iffo/: 1, then the 
hyperplane of fixed vectors of fis necessarily Ker(f-I). Note also that, 
by Theorem 8 of Chapter III, p. 64, every automorphism of V can be 
written as a scalar times a product of elementary transformations. See 
also exercise 10 of § 4.6.) 

11. Iff is a non-identity elementary transformation with hyperplane H (for 
definitions see immediately above), show that the equation 

(v+H)/ = vJ+H 

defines (unambiguously) an automorphism .f of V/H. ~rove that the 
central collineation .9(f) has center on H if, and only if, f is the identity 
mapping on V/H. 

(An elementary transformation f for which f equals the identity, is 
called a transvection of V. Cf. the characterization of translations given 
in Proposition 8 of § 3.7, p. 63.) 

4.2 Degenerate Affinities and Projectivities 

Iff is a linear mapping of V into V' then there is an induced mapping 
d(f) of d( V) into d( V') and an induced mapping f!lJ(f) of f!lJ( V) into 
f!lJ(V') (defined on pages 42, 44, respectively). When f is not one-one 
the mappings d(f) and f!lJ(f) also fail to be one-one. We shall stretch 
our usual terminology and refer to these mappings as degenerate 
affinities and projectivities; but an affinity or projectivity without this 
qualifying adjective is always understood to be non-degenerate. 

Iff has kernel K o/:{O} then every subspace of K is mapped onto {O} 
and so in particular every projective point in K (there may be only 
one!) is mapped onto {O}. In terms of the more classical notion of 
projective space (defined in § 2.5, p. 30), a point [v] not in K has image 
point [vf], but a point [v] in K has no image point. In this case there­
fore f does not define a mapping of the underlying projective spaces. 
Nevertheless, the discussion of such mappings f!lJ(f) can be reduced to 
the case of a projectivity by using Theorem 1. For if M is any sub­
space of V such that M EB K = V, then the restriction of f!lJ(f) to the 
subgeometry f!lJ(M) is clearly a projectivity of f!lJ(M). Alternatively, 
we may use Proposition 1 to deduce that f!lJ(p ') is a projectivity of 
f!lJ( V /K). 
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It is clear from the definitions of d(f) and fJ'(f) that they preserve 
inclusion in the following sense: 

SC T implies Sic Tf. 

d(f) also preserves parallelism, but may transform non-parallel cosets 
into parallel ones. Both d(f) and fJ'(j) preserve joins because I itself 
does: more precisely, if (aj+Mj)jEI is a family of cosets, then 

(J(aj+Mj: i E 1))1 = J(ad+Md: i E I). 

For, if each a j + M j is actually a subspace (i.e., a j E M j), then this rela­
tion is an immediate consequence of the definition "from below" of the 
join (sum) of subspaces given in Chapter I (p. 7); while the general 
result follows from this case together with the identity 

J(aj +Mj: i E I) = a jD + J([aj -ajD]' M t : i E I) 

(cf. Lemma 3, p. 18). Neither d(j) nor fJ'(f) however, need preserve 
intersections (cf. exercise 1 below). 

EXERCISES 

l. Letf be the linear mapping (x, y, z) --+ (0, x+y, 0) of F3 into itself and let 
M =[(1,0,0)], N =[(0, 1,0)]. Show that (M n N)f#-Mf n Nf. 

2. Iff and g are linear mappings such that PI(f) = PI(g) , prove that g = zf for 
some non-zero scalar z. 

3. If g is a linear mapping of V into itself such that PI(g)2 = PI(g), prove that 
there exists a linear mapping f of V into itself such that PI(f) = PI(g) and 
J2 = f· Describe all such "projections" PI(y) when pdim V = 3. (Cf. 
exercise 9, § 4.1.) 

4. Let f be a linear mapping of V into V and, for any scalar x, let Ex= 
Ker(f-xl). If Ex#-{O} we call x an eigenvalue of f and Ex the corres­
ponding eigenspace. The non-zero elements of Ex are called eigenvectors. 

Let PI(f) be a (possibly degenerate) collineation. Show that a point [v] 
is an invariant point of PI(f) if, and only if, v is an eigenvector of f. Prove 
further that two distinct eigenspaces off have no points in common. 

4.3 Matrices 

If V and V' are vector spaces over F and I is a linear mapping of V 
into V', then we may find "coordinates" of I as follows. 

Choose ordered bases (VI' ... , Vm ), (VI', ... , vn') of V, V', respectively. 
Then the equations 

n 

vl=' ' '-I t ~ aijv j' ~ - , ••• , m, 
i= 1 

define the set of coefficients ali in F uniquely. 
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DEFINITION. A rectangular array of elements of F with m rows and 
n columns is called an m x n matrix. For fixed F, m, n the set of all 
such matrices is denoted by Fm x n. 

The matrix 

is often written (ajj). The element alj is called the (i, j)-term of the 
matrix. 

The i-th row of the matrix (ali) appearing in the above equations is 
the coordinate row of vd with respect to the ordered basis (VI', ... , vn'). 

We say that (ajj ) is the matrix off with respect to the ordered bases (VI)' 
(v;') and write 

or, when there is no risk of confusion, (ajj ) = (f). 
Once the ordered bases (VI' ... , vm), (v/, ... , vn') of V, V' are given, 

the mapping f ---+ (f) = (ajj) is a one-one mapping of 2'(V, V') onto 
Fm x n (cf. § 4.1 exercise 6) . We now define three operations on matrices 
to conform with this one-one mapping. 

DEFINITION. If (ajj), (bjj ) E Fmxn then 

(1) (ali) + (blj ) = (au + bjj); 

(2) x(ajj ) = (xajj ), for x in F. 

If (au) E Fm x n, (b jk ) E Fn x p then 

(3) (ajj)(b jk ) = (Clk ) E Fmx p , where 
n 

Clk = 2: ajjb jk· 
i=1 

In view of parts (1), (2) of the definition, the one-one mapping of 
2'(V, V') onto Fmxn preserves the operations of addition and multi­
plication by scalars and hence Fm x n is a vector space over F. As such 
it is isomorphic to 2'(V, V'). The matrix corresponding to the zero 
mapping is called the zero matrix and will be denoted by O. 

Observe that Fl xn is naturally isomorphic to Fn. We shall identify 
these two spaces. 

The rule of multiplication for matrices gives 
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PROPOSITION 2. II IE !l'(U, V}, g E !l'(V, W} and (u,), (vI)' (Wk) 
are ordered bases 01 U, V, W, respectively, then 

(f; (u,), (v/}}(g; (VI)' (wk)} = (Ig; (u,), (wk)}; 

or, more loosely, 
(f}(g) = (fg). 

PROOF. Ifud= Li=l auvi and vP= L~=l blkwk, then 

" n " 
u,(fg) = 2: 2: a,Plkwk = 2: C'kWk' 

k=l 1=1 k=l 
Certain properties of matrices now follow immediately from the 

corresponding properties of linear mappings. For example, the 
associative law 

(AB}O = A(BO) 

of matrix multiplication follows from the associative law which is true 
for mappings in general. (Of course the matrices A, B, 0 must be 
"conformable" for multiplication, i.e., the number of columns of A, B 
must equal the number of rows of B, 0, respectively.) 

We denote by In, or by I if no confusion is possible, the n x n matrix 
(cI'u) (where 8u is the Kronecker delta (cf. exercise 6 § 4.1), i.e., I has l's 
down the "diagonal" i = j and O's elsewhere. If V has ordered basis 
(a1"'" an) then I is the matrix (ly; (a,), (aj )) of the identity mapping 
lyon V. Therefore it is clear that if A E Fm x nand B E Fn X" then 

A I = A and I B = B. 
I is usually called the identity matrix. 

A more striking example of the use of Proposition 2 is the following. 
If A = (/; (u,), (Vj)}, where I is an isomorphism of U onto V, then we 
may define 

By Proposition 2, 
AA-1 = I = A-1A 

and so we call A -1 an inverse of A. 
The matrix A -1 seems to depend on the partiCUlar isomorphism of 

which it is the matrix (not to mention the spaces U, V and the bases 
(u,), (vj », but in fact such an inverse, if it exists, is necessarily unique. 
For if 

LA = I or AR=I 
we have 

LAA-l = IA-1 or A-1A R = A-1I 
from which 

L = A-I or R = A-I. 
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DEFINITION. A square matrix A is invertible (or non-singular) if 
there exists a (necessarily square) matrix A -1 satisfying 

AA-1 = A-1A = I. 

Then A - 1 is called the inverse of A. 

PROPOSITION 3. A square matrix A is invertible if, and only if, A is 
the matrix of an isomorphism. 

The "if" part was established above and the "only if" part we leave 
as an exercise. 

EXERCISES 

1. If A, B are square matrices such that AB=I, prove that A, B are both 
invertible and that each is the inverse of the other. (Cf. exercise 7, 
§ 4.1.) 

2. Let Efi denote the m x n matrix with all terms zero except the (i, j)­
term, which is 1 (i=l, ... ,m; j=l, ... ,n). Prove that these Ef/s 
form a basis of Fm x n. We call this the standard basis of Fm x n. 

(Cf. exercise 6 of § 4.1. Observe also that if m = 1 and we identify 
Fl x n with Fn, then the standard basis in the above sense coincides with 
the standard basis tel' ... , e,,} of Fn as defined earlier: exercise 9 of § 104.) 

3. Let V be the vector space of all polynomials in F[X] of degree less than 
n (including the zero polynomial). If D is the differentiation operator 
applied to V, find the matrix 

(D; (1, X, ... , xn-l), (1, X, ... , xn-l)). 

4. Let A be a square matrix such that A Ie = 0 for some positive integer k. 
(Such a matrix A is called nilpotent.) Prove that f -A is invertible with 
inverse 

5. Let A be the matrix 

(
4 3 
o 1 
3 0 

with coefficients in F p and let V be the subspace of F p 3 x 3 spanned by 
all the powers of A (including A 0 = f). Find dimFp V when p equals 2, 3 
and 5. 

6. Iff is the mapping of C into R2 x 2 given by 

f: a+ib -+ (_~ ~), 
prove that f is a one-one linear mapping of real vector spaces and that 

(xy)f = (xf)(yf) 

for all x, yin C. (Thus, in particular,Jis an isomorphism of the field C.) 
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7. Let D be the subset of C2 x 2 consisting of all matrices of the form 

where x, y E C and the bar denotes complex conjugation. Prove that D 
is a linear algebra over R but not over C (cf. p. 68). Show further that 
D is a division ring but is not a field (cf. p. 39). (D is called the real 
quaternion algebra.) 

8. If A = (ali) E Fn x n, let At denote the sum of the diagonal elements of 
A: i.e., 

At = au + ... +ann. 

(We call At the trace of A and t the trace mapping.) Prove that t is a 
linear mapping of Fn x n onto F and verify that 

(AB)t = (BA)t 
for all A, Bin Fnxn. 

9. Iff is a linear mapping of Fn x n into F such that 

(AB)f = (BA)f 

for all A, B in Fn x n, prove that f = xt for some x in F and where t denotes 
the trace as in the last exercise. (Consider the effect off on the standard 
basis of Fn x n defined in exercise 2 above.) 

10. (1) Let H be a hyperplane in the n-dimensional projective geometry &'( V) 
and 7T a collineation leaving H invariant. Choose an ordered basis 
(vo, ... , vn ) of V so that H = [VI' ... ,Vn]. Show that there exists an 
automorphism f of V such that 7T=&'(f) and 

(

1 al a2 

(f; (v,), (v,)) ~ f A 

where aI' ... , an E F and A is an invertible n x n matrix. 
(2) Show that the set of all such matrices (f) is a group G isomorphic to 

(Pr &'(V))H (in the notation of Theorem 7, Chapter III, p. 61). 
(3) Let g denote the restriction of f to H and let a = L:f = I a/vI' Show 

that the mapping 
g ta --'?- (f) 

is an isomorphism of Afd(H) onto G. 

11. In the notation of exercise 10 (3) above, find the subgroup of G which 
corresponds to the group of dilatations of d(H). Hence prove Propo­
sition 8 of Chapter III, p. 63. 

4.4 The Rank. of a Linear Mapping 

We have seen that matrices arise naturally in describing linear 
mappings. They also arise when there is a change of basis. 
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Let (aI' ... , am) and (b l , ... , bm) be two ordered bases of V. Then 
we may express each at as a unique linear combination of the b/s: 

m 

at = 2: PUbj' i = 1, ... , m, 
j=l 

or, in terms of the notation introduced above, 

This shows at once that P is invertible with inverse 

P-l = (Iv; (b j ), (at)). 

If the vector v has coordinate rows x = (Xl' ... , xm), Y = (Yl' ... , Ym) 
with respect to the ordered bases (ad, (b j ), respectively, then we easily 
prove 

Y = xP. 

PROPOSITION 4. If f E 2( V, V') has matrices A, B with respect to 
two pairs of bases of V, V', then there exist invertible matrices P, Q such 
that B=P A Q. 

PROOF. Let A = (f; (v t ), (v/)) and B= (f; (ar), (as')). If we put 
P=(lv; (ar), (v t )) andQ=(1V'; (v/), (as')), then B=PA Q. 

Given a linear mapping f of V into V' we naturally wish to choose 
bases of V and V' yielding as simple a matrix for f as possible. 

THEOREM 2. If f E 2( V, V'), then we can choose ordered bases 
(ai ), (a/) of V, v' such that 

(f; (at), (a/)) = (~r ~) 
where r = dim V J. 

PROOF. If we choose an ordered basis (aI' ... , am) of V such that 
(ar+ l' ... , am) is an ordered basis of Ker f, then, by Theorem 1, 
(ad, ... , ar !) is an ordered basis of VJ. Put a/ = ad, j = 1, ... , r, and 
extend (aI', ... , ay') to an ordered basis (aI', ... , an') of V'. The 
matrix (f; (at), (a/)) has then the required form. 

DEFINITION. IffE 2(V, V'), we call dim Vfthe rank ofJ. 

Observe that the rank off is at most dim V; and that it equals dim V 
if, and only if, f is one-one. 

In order to give Theorem 2 a purely matrix formulation we introduce 
a further definition. 
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DEFINITION. The maximum number of linearly independent rows 
of a matrix A is called the row rank of A. The maximum number of 
linearly independent columns of A is the column rank of A. 

COROLLARY. If A E Fmxn, then there exi8t invertible matrice8 P, Q 
BUCh that 

PA Q = (~r ~) 
where r i8 the row rank of A. 

PROOF. The result follows from Proposition 4 and Theorem 2 since 
the rank of a linear mapping equals the row rank of any matrix rep­
resenting it. 

DEFINITION. Two matrices A, B in Fmxn are called equivalent if 
there exist invertible matrices P, Q such that B= P A Q. 

We check that this is indeed an equivalence relation. The above 
corollary shows that A, B are equivalent if, and only if, they have the 
8ame row rank. 

In order to clarify the connexion between the rows and columns of a 
matrix we introduce the transpose of a matrix. 

DEFINITION. The tranap08e A t of the m x n matrix A is the n x m 
matrix whose (i, j)-term is the (j, i)-term A. In other words, A t is 
obtained from A by interchanging the rows and columns. The matrix 
A is aymmetric if A t = A. 

It follows at once from the definition that (A + B) t = A t + B t, and 
(xA)t=xAt. We also have the less obvious 

PROPOSITION 5. (A B) t = B tAt. 
The proof is left as an exercise. 

From the symmetry of the matrix P A Q = ( 10' 00) 

it is easy to prove 

THEOREM 3. The row and column ranks of a matrix are equal. 
For we have 

row rank of A = row rank of P A Q 
= row rank ofQt At pt 
= row rank of A t 

= column rank of A. 

DEFINITION. The rank ofa matrix A is its row, or column, rank. It 
will be denoted by rCA). 
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We give an alternative proof of Theorem 3, independent of the theory 
of linear mappings. 

Let r, c be the row and column ranks of A. Without loss of generality 
the first r rows of A are linearly independent and so all the rows of A 
are linearly dependent on the first r. In other words there exist scalars 
X jk such that 

r 

aij = L xjkakj for i = 1, ... , m andj = 1, ... , n. 
k=l 

This may be written 

(

XU 

A = ~21 

xm1 

Xlr) (au 
x2r a 21 

xmr arl 

from which it is clear that each column of A is linearly dependent on 
the columns of (x jk ); but there are only r of these, and so c ::; r. The re­
verse inequality can be proved by a similar argument and so c = r. 

PROPOSITION 6. If A, BE Fnxn then 

(1) r(A+B)::;r(A)+r(B); 
(2) r(AB)=r(BA)=r(A) if B is invertible; 
(3) r(AB)::; min (r(A), r(B)); and 
(4) r(AB)~r(A)+r(B)-n. 

PROOF. These results all follow quickly if A, B are interpreted as 
matrices of linear mappings f, g of V into V. We shall only prove (4). 

Let h be the restriction of the mapping g to the subspace V J. Then 
Ker hcKer g, and so, by Theorem 1, 

dim Vf-dim Vfh ::; dim V -dim Vg. 

But Vfh= Vfg, by the definition of h, so that 

r(f)-r(jg) ::; n-r(g), 

which is a reformulation of the statement (4). 

If we are given a linear mapping f of V into itself and (a j ) an ordered 
basis of V, then we are naturally interested in the matrix 

A = (j; (ad, (aj )). 

We shall refer to A as the matrix off with respect to the ordered basis (a j ). 

The problem of finding (a j ) so that A has as simple a form as possible is 
considerably more difficult than the equivalence problem we solved in 
Theorem 2. We shall consider this question in detail in the last 
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chapter, but we note here that if B = (j; (b j ), (bk )) and P = (Iv; (at), (b j )), 

then B=P-l A P. 

DElfINITION. Two matrices A, Bin Fnxn are called similar if there 
exists an invertible matrix P such that B=p-l A P. 

The reader may check that similarity is an equivalence relation on 
Fnxn. The problem to be studied in the last chapter may therefore be 
stated in matrix terms as follows: given a square matrix A, to find the 
simplest matrix similar to A. 

EXERCISES 

1. If A E Fmxn and if x A yl=O for all x in F1 xm and y in F1 xn, show that 
A=O. 

If 8 E Fnxn and if x 8 XI=O for all x in F1 xn show that8= _81. (Such 
a matrix 8 is called skew-symmetric.) 

2. If F is a field which is not of characteristic 2 and if A E Fn x n, show that 
the linear mapping x --7 xA has the property (xA)(xA)I=X Xl for all x in 
Fn if, and only if, A A 1=1. What can be deduced about A if F is a field 
of characteristic 2? (A square matrix A for which A A I = 1 (and so 
necessarily AlA =1 by exercise 1 of § 4.3) is called an orthogonal matrix.) 

3. If 8 E Fn x n show that the matrices 1 +8, 1 -8 commute. If F is not of 
characteristic 2 and if 1 -8 is invertible, show that 

A = (1+8)(1-8)-1 = (1-8)-1(1+8) 

is orthogonal (exercise 2) if, and only if, 8 is skew-symmetric 
(exercise 1). 

4. If A E Fmxn, BE Fnxp show that 

rank AB ~ rank A + rank B - n. 

5. Show that a matrix C in Fm x p has rank r if, and only if, C can be ex­
pressed as a product C=A B where A E FmxT, BE Frxp and A, B both 
have rank r. What does this become if r= 1 ? 

4.5 Linear Equations 

The system of linear equations 

n 

L aijXj = bi' t = 1, ... , m 
j~l 

may be written in the convenient notation 

AX = b 

where X stands for the n x 1 matrix (X 1, ... , X n) t and b for the m x 1 
matrix (b1 , ..• , bm) t. 
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In this notation it is clear, for example, that if A is invertible then 
the equations have the unique solution A -lb. (As a practical method 
of finding the inverse A -1 of a given invertible matrix A, one may solve 
the equations A X = b with "indeterminates" b by the method of suc­
cessive elimination explained in § 3.3 and thus exhibit A -1 in the form 
X =A -lb.) 

We wish to give an alternative proof of Theorem 4 of Chapter III 
(p. 50) using Theorem I of the present chapter. In order to do this 
we transpose the above matrix equation (with b = 0) and find 

XtAt = ot. 

We may now interpret A t as the matrix of a linear mapping f of Fn 
into Fm (referred to the standard bases). The kernel of f is then pre­
cisely the set of all solutions (Xl' ... , xn) and by Theorem I it has dimen­
sion (n-r) where r is the rank of f. But r is the row rank of At (cf. 
the proof of the corollary to Theorem 2) and so r is the column rank of A. 
This is the same as the row rank of A (Theorem 3) and so Theorem 4 of 
Chapter III is proved again. 

We shall meet another proof in the next section. 

4.6 Dual Spaces 

Since F may be regarded as a one-dimensional vector space over F, 
the set 2(V, F) is a special case of 2(V, V') and is thus a vector space 
over F. 

DEFINITION. We write V*=2(V, F) and call this the dual space of 
V. The elementfl of V* are called linear forms on V. 

The following important, but simple, result is a special case of 
exercise 6, § 4.1. 

THEOREM 4. Given an ordered basis (a l , ... , an) of V, there is a 
unique ordered basis (e l , ... , en) of V* such that 

aie j = Ow 

DEFINITION. (e l , ... , en) is called the dual basis of (a l , ... , an). We 
shall adopt the notation ei = ai • 

Observe that if v has coordinate row (Xl" .. , xn) with respect to 
(a l , ... , an) and f is a linear form with coordinate row (Yl' ... , Yn) with 
respect to the dual basis (al , ... , an), then vf = XlYl + ... + XnYn-

COROLLARY 1. The vector spaces V, V* have the same dimension. 

COROLLARY 2. If V is a non-zero vector in V then there is an element 
fin V* such that vf =I O. 
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For any f in V*, v in V, vf is a scalar in F. Iff is fixed as v runs 
through V, the values vf define the function f: v -+ vf. If, however, v 
is fixed and f runs through V*, the values vf define the function 

v,:f -+ vf. 

It is easily shown that v, is a linear form on V*; in other words, , is a 
mapping of V into V**. 

THEOREM 5. The mapping, is an isomorphism of V onto V**. 

PROOF. Since 
(a+b),: f-+ (a+b)f = af+bf, 

(xa),: f -+ (xa)f = x(aj) , 

the mapping, is linear. It is one-one by Corollary 2, Theorem 4. 
Finally, dim V=dim V*=dim V**, by Corollary 1, Theorem 4,andso, 
by Corollary 1, Theorem 1, Vi= V**. 

Since the isomorphism , does not depend on any choice of basis of V 
but is uniquely defined as soon as V is known, we shall frequently 
identify v with v, and thus identify V with V**. 

Although V and V* are isomorphic (since they have the same finite 
dimension), there is in general no such unique isomorphism of V onto 
V*. (The next chapter is largely concerned with a study of the iso­
morphisms of V onto V*.) There does, however, exist a natural 
one-one mapping of the subspaces of V onto those of V*. 

DEFINITION. If M is a subspace of V then MO shall denote the set of 
all f in V* such that af= 0 for all a in M. We call MO the annihilator 
of M and 0 the annihilator mapping. 

It follows at once that MO is a subspace of V*. Further, in terms of 
the identification introduced above, if P is a subspace of V* then po is 
the set of all a in V such that af = 0 for all fin P. 

THEOREM 6. The mapping M -+ MO is a one-one mapping of the 
subspaces of V onto the subspaces of V* and has the following properties: 
(1) dim MO=dim V -dim M; 
(2) Moo=M; 
(3) MeN if, and only if, MO -:::J N°; 
(4) (M +Nt=Mo n N°; 
(5) (M n Nt=Mo+N°. 

PROOF. Let (ai' ... , ar) be an ordered basis of M and extend it to 
an ordered basis (ai' ... , an) of V. Let (al, ... , an) be the dual basis. 
Now fE MO if, and only if, ad='" =arf=O. If f=xla l + ... +xnan, 
this means precisely that Xl = ... = Xr = O. Hence MO is the subspace 
[ar + l , ... , an] of V*. This gives (1). 
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By definition, aj = 0 for all j in MO and all a in M, so that Me MOo. 
But by (1) applied to MO (using the identification t), we have 

dim MOO = dim V*-dim MO = dim M, 

whence Moo=M. 
If MO=N°, then Moo=N°o, i.e., M =N, by (2). Further, if P is a 

subspace of V*, then P= (POt. We have thus shown that the mapping 
M -+ MO is one-one and onto the set of all subspaces of V*. It re­
mains to check the properties (3), (4), (5). 

(3) Clearly MeN implies M°=>N°; and M°=>N° implies MooeN°o, 
i.e., MeN, by (2). 

(4) We have (a+b)j=O for all a in M, b in N, if, and only if, aj=O, 
bj=O for all a in M, bin N, and this is exactly (4). 

(5) Applying (4) to MO+N°, we see that 

(Mo+N°t = MOO n N°O = M n N, 

by (2), whence MO+N°=(M n Nt. 

The first and most immediate application of Theorem 6 is to give 
yet another proof of Theorem 4 of Chapter III. 

We have the equations 

n L ajjXj = 0, ~ = 1, ... , m. 
j~l 

If V is the vector space Fn and the coefficient space is M, then the solu­
tion space is isomorphic to MO. Property (1) of Theorem 6 now gives 
the required result. 

EXERCISES 

The definition of the dual space V* and of the mapping t apply equally well 
when V is infinite dimensional. 

We drop o'Ur convention of finite dimensionality in exercises 1, 3, 5 and 6. 

1. Show that if x E F then the mapping p(X) -+ p(x) is a linear form on F[ X]. 

2. Show that the mapping fj: (Xl' ... , x,,) -+ Xj is a linear form on Fn and 
that (fl' ... , f,,) is the dual basis of the standard basis of F". 

3. If S is any subset of V and SO is the set of all fin V* such that sf = 0 for 
all s in S, prove that SO is a subspace of V* and that SO = MO where M is 
the subspace of V spanned by S. 

4. If (Mj)jer is a family of subspaces of a vector space V, prove that 

(i) (+ (M j : i E Inc = n(M f o: i E I), 

(ii) (n(M1 : i E Inc = + (Mfo: i E I). 
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5. If V = F[X] show that the equations 

xiii = Sli (i,j = 0, 1,2, ... ) 

define elements 10,/1,/2, ... of V* and that the subspace they span is 
strictly smaller than V*. 

6. If V = F[X] show that the mapping ~ of V into V** is linear and one-one. 
Assuming that {fO,fl,f2, ... } can be extended to a basis of V*, prove that 
~ is not onto V**. 

7. If/E.!l'(U, V)andhE.!l'(V, F)thenlhE.!l'(U, F). Hencetheequation 
hp=lh defines a mappingp of V* into U*. Show that p E .!l'(V*, U*) 
(ft is called the transpose of f). Show that if U**, V** are identified 
with U, V by the isomorphism of Theorem 5, then (JI)t is identified with 
f. Hence prove that the mapping 1--+ JI is a one-one mapping of 
.!l'(U V), onto .!l'(V*, U*). Show also that U+g)t=JI+g t, (xf)t=xJl 
and (fg)t=gtp. 

8. If A is the matrix of I in .!l'(U, V), with respect to the ordered bases 
(u;), (Vj)' show that A t is the matrix of JI (see exercise 7) with respect to 
the dual bases of (Vi), (u j ), respectively. 

9. Let V = Fn x nand t: V --+ F denote the trace mapping defined in exercise 
8 of § 4.3. Show that the mapping 

IB: A --+ (AB)t, 

where A, BE V, is a linear form on V. Show further that 

B --+ IB 
is an isomorphism of V onto V*. (Use the standard basis of Fnxn.) 

10. Let A be a subspace of the vector space V and let I be a semi-linear iso­
morphism (with respect to ') of V onto itself for which AI=A. Show 
that the equation 

(v+A)/ = vl+A 

defines unambiguously a semi-linear isomorphism / of VIA onto itself 
with respect to the same automorphism ,. 

Suppose that dim V;::: 3 and that 7T = &(f) is a projective isomorphism 
of &(V) onto itself for which a center exists, i.e., there is a point A=[a] 
such that A, P, P7T are collinear for every point Pin &( V). Show that 
the induced mapping &(/) is the identity mapping on &(VIA). Hence 
show that 

(i) I is linear, i.e., 7T is a collineation; 
(ii) vl=zv+ya (v in V), where z is a fixed scalar and v --+ y is a linear 

form on V; 
(iii) either 7T is the identity collineation or 7T has a hyperplane H of 

fixed points where H is the kernel of v --+ y (so that, in either case, 
7T is a central collineation). 

4.7 Dualities 

The annihilator mapping M --+ MO gives us a one-one mapping of 
.9'(V) onto .9'(V*). It is a natural link between the two geometries 
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although, of course, it is not an isomorphism. Indeed, it is almost the 
opposite: the mapping and its inverse both reverse the inclusion rela­
tion (Theorem 6, (3)). This has important consequences for the geo­
metry 9"( V). The most immediate is the "principle of duality" 
(Theorem 7, below), which essentially "doubles" the theorems at our 
disposal without our having to do any extra work. 

A proposition ~ in n-dimensional projective geometry over the field 
F is a statement involving only the subspaces of the geometry and in­
clusion relations between them. It is usually phrased in terms of 
intersections, joins and dimensions. We define the dual proposition ~* 
to be the statement obtained from ~ by changing e to ::::> throughout 
and hence replacing intersection, join and dimension r by join, inter­
section and dimension n - 1- r, respectively. 

Similarly, if (£ is a configuration in an n-dimensional projective geo­
metry over F then the dual configuration (£* is obtained from (£ by re­
versing all inclusion signs and hence replacing intersection, join and 
dimension r by join, intersection and dimension n-l-r, respectively. 

For example, when n = 2 and (£ is a complete quadrangle, viz., the con­
figuration consisting of four points, no three of which are collinear, and 
the six lines joining them in pairs, then the dual configuration is a 
complete quadrilateral and consists of four lines, no three of which are 
concurrent, and their six points of intersection. 

We note that ~=~** and (£=(£** for all propositions ~ and all 
configurations (£. 

THEOREM 7. (THE PRINCIPLE OF DUALITY.) If ~ is a proposition 
which is true in all n-dimensional projective geometries over a given field 
F, then ~* is also true in all n-dimensional projective geometries over F. 

PROOF. Let 9"(V) be a projective geometry over F of dimension n 
and suppose that the conditions of the proposition ~ * are satisfied in 
9"( V). Then, by Theorem 6, the conditions of proposition ~** = ~ are 
satisfied in 9"( V*). Hence, by our hypothesis, the conclusions of ~ 
are true in 9"(V*). Again by Theorem 6, the conclusions of ~* are 
true in 9"( V). 

The importance of the annihilator mapping suggests the following 
concept. 

DEFINITION. If 8 is a one-one mapping of 9"(V) onto 9"(W) such 
that 

MeN if, and only if, M8::::>N8 

for all M, N in &(V), then 8 is called an anti-isomorphism of 9"(V) 
onto &(W). 
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It is obvious that the mapping product 80: &,(V) ----+ &,(W) -- &,(W*) 
is then an isomorphism of &,(V) onto &'(W*). If dim V~ 3 we may 
apply Theorem 6 of the last chapter (p.57) and deduce that 80 = &'(f), 
where 1 is a semi-linear isomorphism of V onto W*. We may write 
this equally well as 8 = &'(/)0, where now 0 denotes the annihilator 
mapping from &,(W*) onto &,(W) (using Theorem 5 to identify &,(W**) 
with &,(W)). 

DEFINITION. If 1 is a linear isomorphism of V onto W* then &'(f)o 
is called a duality of &'( V) onto &,(W). A duality of &'( V) onto itself 
is called a correlation of &'( V). 

Thus, for example, a correlation of a 3-dimensional projective geo­
metry maps points to planes and planes to points and maps lines to 
lines. 

Let 1 be a linear mapping (not necessarily an isomorphism) of V 
into V*. If (at) is an ordered basis of V and (at) denotes, as usual, the 
dual basis of V*, then we call 

A = (f; (at), (a j )) 

the matrix 011 with respect to (at). 
We wish to calculate how A changes when we switch to a new basis 

(b t ) of V. Let 

R = (Iv; (at), (b j )) and S = (Iv'; (al ), W))· 
Then, if 

we have 

So it remains to find the relation between Rand S. 
If x = (xd is the coordinate row of v in V with respect to (ad and 

P = (PI) is the coordinate row of h in V* with respect to (at then 

vh = 2: XtPt = xpt. 
I 

If y, q are the coordinate rows of v, h referred to (b t ), W), respectively, 
then 

y = xR and q = pS. 
But 

and so 
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for all x, p. We deduce that RSt=I, whence R-l=St. Thus we 
have proved 

PROPOSITION 7. If fE .P(V, V*) and A, B are the matrices of f with 
respect to two ordered bases of V, then 

B = StAS 
for some invertible matrix S. 

DEFINITION. Two matrices A, B in Fn)( n are called congruent if 
there exists an invertible matrix S such that B=StA S. 

It is simple to check that congruence is an equivalence relation on 
Fn)( n. We shall be much concerned in the next chapter with the 
problem of finding the simplest matrix to represent a given linear 
mapping of V into V*. Proposition 7 shows that this is essentially 
the same as searching for the simplest matrix congruent to a given one. 

EXERCISES 

1. Show that the dual of Desargues' Theorem in the projective plane is the 
converse. What is the dual of Desargues' Theorem in a three dimensional 
geometry? 

2. Find the dual of exercise 1, § 2.7 (p. 41). 

3. The configuration ~ consisting of all the points on a line is called a range 
of points. Describe the plane dual and the three-dimensional dual of ~ 
(called a pencil of lines and a pencil of planes, respectively). 

Find the three-dimensional dual of the configuration consisting of all 
points on a projective plane. 

4.8 Dual Geometries 

In the last section we viewed the annihilator mapping as a connexion 
between the geometries 9( V) and &'( V*). It can also be regarded in 
another way. The definition of generalized projective geometry given 
in Chapter II (p. 35) shows that the set of all subspaces of V together 
with the mapping 0 is a projective geometry. We shall denote this 
geometry by &'*( V) and call it the dual geometry of &'( V). 

The first thing to note is that &'( V) and &'*( V) are identical as sets; 
but their geometrical structures are very different. Here is one of the 
cases mentioned on p. 35 where care must be taken to say in exactly 
which context the inclusion, intersection, join and dimension are to be 
understood. For example, if M, N are subspaces of V then their inter­
section and join as members of the geometry &,(V) are M ('\ N, M +N, 
respectively, but their intersection and join as members of &'*( V) are 
M +N, M ('\ N, respectively. If M has projective dimension r as 
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member of f!lJ( V) then M has projective dimension n - 1- r as member 
of f!lJ*(V) (where pdim V =n). 

It is clear that a correlation of f!lJ( V) may be interpreted as a pro­
jectivity of f!lJ( V) onto f!lJ*( V); and more generally, a duality of f!lJ( V) 
onto f!lJ( W) may be regarded as a projectivity of f!lJ( V) onto f!lJ*( W). 

In the terminology of exercise 3 of § 4.7, a range of points is a projec­
tive space of dimension one, i.e., the set of all points on a projective 
line. If pdim V = 2 then a range of points in f!lJ*( V) is the set of all 
lines through a fixed point of f!lJ( V), i.e., a pencil of lines in f!lJ( V). When 
pdim V = 3 a range of points in f!lJ*( V) is the set of all planes through a 
fixed line in f!lJ( V), i.e., a pencil of planes in f!lJ( V). This makes precise 
what is meant by saying that a pencil of lines or a pencil of planes is a 
one-dimensional projective space. One can apply to them all the 
familiar theory of one-dimensional projective geometry. 

The relationships between the subspaces of f!lJ( V) and f!lJ*( V) can 
often be most easily discussed in terms of the "dual coordinates". Let 
(Ao, ... , An, U) be a frame of reference for f!lJ(V) and (ao, ... , an) any 
basis determining it (in the sense that [ai] = Ai for all i and [L aj] = U: 
cf. p. 46). Then the dual basis (ao, ... , an) determines a frame of 
reference for f!lJ( V*) and this, using the link 0, yields a frame of reference 
(A o', ... , An', U') for f!lJ*(V). Note that, by the last part of Lemma 1 
of Chapter III (p. 47), the frame (A o', ... , An', U') is uniquely deter­
mined by (Ao, ... , An' U). 

DEFINITION. We call (A o', ... , An', U') the dual frame of reference 
of (Ao, ... , An' U). 

It is possible to give a geometric construction of (A o', ... , An', U'), 
as opposed to the algebraic one used above. For each i = 0, ... , n, 
we know that (At't = [ai ] and from this we see immediately that 
At' = EEl (A j : j of- i), i.e., At' is the hyperplane face of the simplex oppo­
site Ai' The construction of U', on the other hand, is somewhat more 
involved (see exercise 1 below). 

Let us examine how the dual coordinates of a point Pin f!lJ*( V) may 
be found. Since po is a point in f!lJ( V*) (by the definition of f!lJ*( V)), 
we know that P is a hyperplane in f!lJ( V). By Proposition 2 of Chapter 
III (p. 51), P is determined by a single homogeneous linear equation 
PoXo + ... + PnXn = ° with respect to the frame (A o,"" An' U). 
Therefore poao + ... + Pnan is a homogeneous vector for po and con­
sequently P, as a point in .9*( V), has projective coordinate row 
(Po, ... , Pn) with respect to (A o', ... , An', U'). This fact is frequently 
expressed by saying that the hyperplane P has dual coordinates 
(Po, ... , Pn) with respect to (Ao, ... , An' U). 

Finally, here is a simple example to illustrate the use of dual 
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coordinates. Suppose that pdim V = 2 and that A, L are a point and 
line in &,(V), A not lying on L. We should like to prove that the map­
ping P -+ A P is a projectivity of the range of points on L onto the pencil 
with vertex A. Take as triangle of reference ABO where B, 0 are dis­
tinct points of L (and some suitable point as unit point). Then the 
point P of L has coordinates (0, PI' P2), say, and the corresponding line 
AP has equation P2XI -PIX2=0. The dual coordinates of AP are 
(0, P2' - PI). The linear nature of the mapping 

(PI' P2) -+ (P2, -PI) 

establishes the fact that P -+ AP is a projectivity. 

EXERCISES 

1. Let (Ao, ... , An, U) be a frame of reference for the projective geometry 
&'( V) and (A o', ... , An', U') the dual frame ofreference. We have seen 
that A;' is the hyperplane face of the simplex (A o, ... , An) opposite Ai. 

(1) If n= 1 show that U' (which is a point) is the harmonic conjugate of 
U with respect to Ao, AI. 

(2) Assume that n2':2 and let Un be the point AnU (l An'. Show that 
(Ao, ... , An-I, Un) is a frame of reference for the subgeometry &,(An') 
and that the dual frame of reference is 

(A o' (l An', ... , An-I' (l An', U' (l An'). 

(3) Give an inductive construction for U' in terms of the frame of 
reference (Ao, ... , An, U). 

2. A pencil of lines L with vertex A in a projective plane M is given; a point 
B not in M is also given. Show that the mapping L -+ L J B is a pro· 
jectivity ofthe given pencil oflines onto the pencil of planes with axis AB. 

3. Two coplanar pencils with distinct vertices A, B, and a projectivity of one 
pencil onto the other, are given. Show that the points of intersection of 
pairs of corresponding lines are collinear if, and only if, AB is a self­
corresponding line. (Cf. exercise 7 of § 3.2.) 

4. In a projective plane two distinct lines L, M are given. If X -+ X' is a 
projectivity of L onto M, show that all the intersections PQ' (l P'Q (for 
P #- Q', P' #- Q, P #- Q) lie on a fixed line (called the cross-axis of the pro­
jectivity). [Hint: If R, R'#-L (l M consider the pencils RX', R'X as X 
varies on L; use exercise 3 above to show that the points RX' (l R' X lie 
on a line N R. Finally show that N R is independent of R.] 

5. Deduce Pappus' Theorem from exercise 4. 



CHAPTER V 

Bilinear Forms 

5.1 Elementary Properties or Bilinear Forms 

DEFINITION. Let V be a vector space over a field F. A bilinear 
lorm a on V is a mapping of the ordered pairs of vectors of V into F 
such that 

B.I. a(xa+yb, c)=xa(a, c)+ya(b, c), 
B.2. a(a, xb+yc)=xa(a, b)+ya(a, c), 

for all vectors a, b, c in V and all scalars x, yin F. 

We express condition B.I by saying that a is linear in the first 
variable and condition B.2 by saying that a is linear in the second 
variable. 

In this chapter we shall be concerned with the structure of V as a 
vector space with a given bilinear form a. Under these circumstances 
we shall speak of V, or more exactly of (V, a), as a bilinear space. 

DEFINITION. An isomorphism of the bilinear space (V, a) onto the 
bilinear space (V', a') is a linear isomorphism I of V onto V' which 
satisfies 

a(a, b) = a'(al, bf) 

for all a, b in V. If such an isomorphism I exists we shall say that 
(V, a) and (V', a') are isomorphic. 

If (V, a) and (V, a') are isomorphic then a and a' are said to be 
congruent. 

If/is a linear mapping of V into V we denote by at the bilinear form 
obtained from a by the rule 

at(a, b) = a(al, b/) 

for all a, bin V. Therefore 0' and 0" are congruent bilinear forms on V 
if, and only if, there exists an automorphism I of V such that 0'= (0")', 
or 0" = at -1 • The reader will easily verify that congruence is an 
equivalence relation on the set £H(V) of all bilinear forms on V. 

89 
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We obtain a natural vector space structure on ~(V) if we define 
a + 'T and Xa as follows: 

(a+'T)(a,b) = a(a, b) + 'T(a, b), 
(xa)(a, b) = x a(a, b) 

for any a, 'T in ~(V) and any x in F. 
Suppose that an ordered basis (aI' ... , an) of V is given and that the 

vectors a, b have coordinate rows x = (Xl' ... , xn), Y = (YI' ... , Yn), 
respectively, with respect to this ordered basis. Then, by the bilinear­
ity of a, 

a(a, b) = L 8IjX,y" 

where 8jj = a(a" a j ). If 8 is the n x n matrix (81j)' we may rewrite this 
equation in matrix form as 

a(a, b) = x 8 yt. 

We call 8 the matrix of a with respect to (aI' ... , an) and shall use the 
notation (a; (a,» =8. The polynomial L 81jX, Y, is called the bilinear 
polynomial of a with respect to (al , ... , an). The following result is 
now immediate from the definitions. 

PROPOSITION l. Let (aI' ... , an) be an ordered ba8i8 of V over F. 
(1) The mapping a -* (a; (aj » i8 a linear i80morphi8m of ~(V) onto 

(2) The mapping a -* L a(aj, aj)XjYj i8 a linear i80morphi8m of ~(V) 
onto the vector 8pace of all bilinear polynomial8 in X I, ... , X n; Y I' ... , Y n. 

Suppose that a, at are congruent bilinear forms on V and (aI' ... , an) 
is an ordered basis of V. Let 8 = (8jj ) = (a; (aj », T = (tlj ) = (at; (al » and 
ad= Lk Pjkak (i = 1, ... , n). By the definition of at and the bilinearity 
of a, 

i.e., T = P 8 pt, where P = (pjj). Thus 8, T are congruent matrices in 
the sense of § 4.7 (p. 86). Conversely, if a, 'T are bilinear forms such 
that (a; (aj », ('T; (a j» are congruent matrices, then a, 'T are congruent. 
This follows by reversing the above argument. We have therefore 
established 

PROPOSITION 2. Let (al , ... , an) be an ordered basi8 of V. The 
bilinear form8 a, 'T are congruent if, and only if, the matrice8 (a; (aj », 
('T; (aj » are congruent. 

COROLLARY. The matrice8 of a fixed bilinear form a with re8pect to 
all ordered bases of V form a complete congruence clas8. 
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PROOF. Given two ordered bases (aI' ... , an), (bI, ... , bn) there is a 
unique f in Aut V such that 

bt = ad (i = 1, ... , n). 

Now (a'; (at)) = (a; (bt)), by the definition of aI, while (a'; (at)), 
(a; (at)) are congruent by Proposition 2. Thus the matrices of a with 
respect to all ordered bases lie in a single congruence class. To prove 
that we obtain the whole class, we take any matrix T congruent to 
(a; (at)). By Proposition 1, T = (T; (at)) for some bilinear form T and 
by Proposition 2, T=a' for some automorphism f of V. Hence 
T=(a; (bt )) where bt =atf(i=1, ... , n). 

The following definition is now unambiguous. 

DEFINITION. Let a be a bilinear form on a vector space V. If 
(aI' ... , an) is any ordered basis of V then the rank of a is the rank of 
(a; (at)). If ranka< n we say that a is degenerate and if ranka=n we 
say that a is non-degenerate. 

We shall now describe a fundamental connexion between the theory 
of bilinear forms and the theory of linear mappings. The most satis­
factory treatment of bilinear forms is based on a full exploitation of this 
relation. 

Let a belong to ~(V). Since a is linear in the second variable, the 
mapping 

b -+ a(a, b) 

is a linear form on V. If we denote this form by a!!, then, since a is 
linear in the first variable,!! is a linear mapping of V into the dual space 
V*. Conversely, if f is any element of 9'( V, V*), we may define a 
bilinear form a on V by the rule 

a(a, b) = b(aj). 

If we interchange the roles of the two variables we can define an 
element a of 9'( V, V*) by the rule 

a(a, b) = a(ba), 
i.e., 

ba: a -+ a(a, b). 

PROPOSITION 3. The mapping8 a -+ g, a -+ a defined by the equation8 

a(a, b) = b(ag) 
a(a, b) = a(bu) 

(for all a, b in V), are linear i8omorphi8mB of ~(V) onto 9'(V, V*). 
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PROOF. The mapping f ~ u, constructed above, is the inverse of 
u ~ g and hence u ~ g is one-one and onto .2'(V, V*). The linearity 
follows immediately from the definitions of u + 'T and xu. 

If (al, ... , an) is again an ordered basis of V and sli = u(aj> ai ) then 

atg: ai~ sli 

and so at!! is the linear form ~i Stpi. Thus the matrix 

(g; (at), (ai )) 

is simply (sli)' (Observe that the corollary to Proposition 2 is now an 
immediate consequence of Proposition 3 and Proposition 7 of Chapter 
IV (p. 86)). 

In exactly the same way we see that 

(a; (at), (ai )) = (sli)t. 

In view of the equality of row and column ranks for a matrix (Theo­
rem 3 of Chapter IV, p. 77), the ranks of g and a are both equal to the 
rank of u. 

EXERCISES 

In the first three exercises the vector spaces in question are not assumed to be 
finite dimensional. The definitions for an infinite dimensional vector space of a 
bilinear form u and of the mappings !!, ii are exactly as given above. 

1. Consider the following properties of a bilinear form u: 
(i) u(a, b) =0 for all b implies a=O; 

(ti) u(a, b)=O for all a implies b=O. 
Prove that (i) is equivalent to Q' being one-one and (ii) is equivalent to ii 
being one-one. 

If V is finite dimensional show that (ii) is also equivalent to!! being onto 
V*. 

(Thus in the case of a finite dimensional vector space V, each of these 
conditions is equivalent to the non-degeneracy of u. For general V it is 
usual to take (i) and (ii) together as defining the non-degeneracy of u.) 

2. Let (Sli) be a given family of elements in a field F, indexed by the set of all 
ordered pairs of non-negative integers. Prove that there is one and only 
one bilinear form on F[X] such that 

a(Xt, Xi) = Sli 

for all i, j ~ 0 (where XO = 1). 

3. If u is the bilinear form on F[ X] such that 

u(xt, Xi) = 8,+1, i 

for all i, j ~ 0 (Kronecker delta), prove that Q' is one-one but that ii is not 
one-one. (Cf. exercise 1 above.) 
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4. If 0' E &f(V) and I E ~(V, V), prove that 

(~) =hP 
where P is the transpose of I, as defined in exercise 7 of § 4.6 (p. 83). 

5.2 Orthogonality 

93 

DEFINITION. If 0' is a bilinear form on a vector space V and if 
O'(a, b) = 0 then we say that a, b (in that order) are orthogonal, or that a 
is orthogonal to b (with respect to 0'). Two subsets A, B of V are 
orthogonal if a, b are orthogonal for every a in A, b in B. 

If M is any subspace of V then we denote by M1.(o) the set of all 
vectors b in V such that O'(M, b) = 0 (i.e., for which O'(a, b) = 0 for all 
a in M) ; and by MT(o) the set of all vectors a in V such that O'(a, M) = o. 
If the bilinear form 0' is understood we shall often write J.. for J..(O') and 
T for T(O'). 

From the definitions we see that M c: N implies both M 1. ~ N 1. and 
MT~NT. Moreover, since 0' is bilinear we see that M1. and MT are 
always subspaces of V. Clearly also 01. = OT = V. 

The crucial result for us is the following. 

PROPOSITION 4. If 0' is a bilinear form an the vector space V and M is 
any subspace of V, then 

(1) dim M + dim M1.=dim V + dim (M n VT), 
(2) dimM+dimMT=dim V+dim(Mn V1.). 

PROOF. We first give a proof in terms of coordinates. To simplify 
the argument we may choose an ordered basis (al> ... , an) of V which 
extends an ordered basis (al , ... , am) of M. Let b have coordinate 
row Y= (YI" .. , Yn) with respect to (aI' ... , an) and let A be the m x n 
matrix (O'(aj, aj )) (i = 1, ... , m; j = 1, ... , n). (A consists of the top m 
rows of the matrix S defined in the previous section.) Now b E M1. if, 
and only if, O'(aj, b) = 0 for i = 1, ... , m. Thus b E .J-fl. if, and only if, 
O'(aj, b) = 0 for i = 1, ... ,m. Thus b E M1. if, and only if, Y is a 
solution of the linear equation Ayt = O. 

The argument now boils down to finding the row rank of A. In order 
to do this we go back to our choice of basis for M and insist (as we may) 
that (aI' ... , am) extends an ordered basis (aT+ I , ... , am) of M n VT. 
By the definition of VT this implies that the last (m - r) rows of A are 
all zero. Suppose that there is a linear relation 

xIO'(al , aj) + ... +xTO'(a" aj) = 0 (j = 1, ... , n) 

among the first r rows. It follows that 

O'(xlal + ... +xTa" a j ) = 0 (j = 1, ... , n) 
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from which xlal + ... +xrar E VT. By our choice of basis this gives 
Xl = X 2 = ... = Xr = 0 and so the first r rows of A are linearly independent. 
We may now appeal to Theorem 4 of Chapter III (p. 50) which shows 
that there are (n - r) linearly independent solutions of the equation 
Ayt=O and so the dimension of M1. is (n-r). In other words 

dim M1. = dim V - (dim M -dim (M n VT)) 

from which equation (1) follows. 
The other equation is proved in the same way. 
We shall give another, and in some ways more instructive, proof of 

Proposition 4. It exploits the link between .L T and the annihilator 
mapping 0 of § 4.6. The fact that there should be such a link is 
perhaps made most obvious by the observation that V1.=Ker a: for V1. 
consists of all b in V such that a(ba) = 0 for all a in V. Similarly 
VT=Kerg. 

LEMMA 1. M 1.(0'1 = (M g)O and MT(O') = (Ma)o. 

PROOF. The vector b lies in (Mgt if, and only if, b/= 0 for all / in 
Mg, i.e., for all /=ag with a in M. By the definition of g this is 
equivalent to a(a, b) = 0 for all a in M, i.e., to bE M1.(O'). The second 
part is proved in exactly the same way. 

SECOND PROOF OF PROPOSITION 4. By Lemma 1, M1.= (Mg)o. Now 

dim (Mgt = dim V -dim Mg, 

by Theorem 6 (1), Chapter IV (p. 81), and 

dim Mg = dim M -dim (M n Ker g), 

by Theorem 1, Chapter IV (p. 66). Hence by substitution, 

dim M1. = dim V -dim M + dim (M n VT), 

as required. 

If we put M = V in (1) or (2) we have the 

COROLLARY. dim V 1. = dim VT. 

Since rankg = dim V - dim VT and ranka = dim V - dim V 1. (by 
Theorem 1 of Chapter IV (p. 66)), this corollary gives a matrix-free 
proof of the fact that the ranks of g and ;; are equal. 

Our discussion so far has shown that the mappings .1 and T have 
very similar properties. In the following lemma and in Theorem 1 we 
exhibit a direct relationship between them. Theorem 1 also brings out 
forcefully the connexion between .L T on the one hand and the 
annihilator mapping on the other. 
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LEMMA 2. MeMl.T and MeMTJ. for every 8'Ubspace M of V. 

PROOF. If a is any vector in M and b is any vector in MJ., then, by 
the definition of M J., O'(a, b) = O. But this implies that a is an element 
of (MJ.)T and thus MeMl.T. The other inclusion is proved similarly. 

THEOREM 1. Let 0' be a non-degenerate bilinear form on a vector 
space V. Then the mappings .l(0'), T(O') are one-one mappings of the 
set of all soospaces of V onto itself and have the following propertiea: 

(1) dim MJ. = dim V -dim M = dim MT; 
(2) Ml.T =M =MTJ.; 
(3) MeN if, and only if, MJ.~NJ., 

MeN if, and only if, MT~NT; 
(4) (M +N)J.=MJ. n N\ 

(M +N)T =MT n NT; 
(5) (M n N)J.=MJ.+N\ 

(M n N)T =MT +NT. 

PROOF. The non-degeneracy of 0' implies that VT =0= Vi and so (1) 
is an immediate consequence of Proposition 4. 

By Lemma 2, MeMl.T and by (1) dim Ml.T = dim M, whence (2) 
holds. 

The rest of the proof is entirely analogous to the proof of Theorem 6 
of Chapter IV (p. 81). 

If 0' is a bilinear form on a vector space V and M is a subspace, we 
shall denote by O'M the restriction of 0' to M. 

DEFINITION. If O'M is degenerate (or non-degenerate) then we say 
that M is a degenerate (or non-degenerate) subspace of V with respect to 0'. 

LEMMA 3. The following three conditions are equivalent: 
(1) M is a non-degenerate subspace of V with respect to 0'; 
(2) M n MJ.(U) = 0; 
(3) M n MT<u)=O. 

PROOF. By definition, MJ.(uM)=M n MJ.(u) and MT<uM)=M n MT(U) 
so that conditions (2) and (3) are equivalent by Proposition 4, Corollary. 
By the remarks following that corollary they are also both equivalent 
to the condition that O'M should have maximum rank dim M, i.e., to 
condition (1). 

COROLLARY. If V =M EEl VJ. and we assume VJ.= VT, then M is a 
non-degenerate subspace of V with respect to 0'. 

PROOF. We verify condition (2) of the lemma. If bE MJ. then 
O'(M, b)=O. But O'(VJ., b)=O because VJ.= VT, and therefore 



96 LINEAR GEOMETRY CHAP. V 

a(M + V\ b)=O. Hence bE V.L. We have thus shown that M.Lc V.L 
which implies that M n M.L = O. 

The following result is of basic importance for the structure theorems 
of § 5.4. 

PROPOSITION 5. Let a be a bilinear form on the vector space V. If 
M is a non-degenerate subspace of V with respect to a then 

V = M EEl M.L and V = M EEl MT. 

PROOF. We shall confine our attention to .l: the argument for T 
is exactly the same. By Lemma 3, M n M.L = 0 and so we only have to 
show that ilf + M.L = V. For this it suffices to prove dim M + dim M.L = 
dim V. Now M n VTc:M n MT and M n MT=O, by Lemma 3. 
Hence the required dimension equality follows from Proposition 4. 

EXERCISES 

l. If S is a subset of V and S.L is the set of all b in V such that G(S, b)=O, 
prove that S.L is a subspace and that S.L=[S].L. 

2. If G E 81(V) show that (Ker iT).L= V and that (MT)iT=Mo n ViT. 

3. Let V be the vector space F4 and let a be the bilinear form on V whose 
matrix with respect to the standard basis (e1, ••• , e4) is 

(~ ~ Z Z) 
100 0 
o 1 0 0 . 

If M =[e1 , e2 ], prove that (i) M n M.L#O, (ii) M n V.L=O and (iii) 
dim M.L=3. Show further that V = V.L EBVT. 

(Note that (ii) and (iii) together show that Proposition 4 (1) fails if 
V 1. replaces VT.) 

4. If there exists a subspace M of V such that M1. is a non-degenerate sub­
space with respect to G, prove that a is non-degenerate. 

5. Let p be the bilinear form on Fn defined by p(x, y)=xyt for all x, yin Fn. 
We shall refer to p as the standard bilinear form on Fn. 

Find the matrix of p with respect to the standard ordered basis 
(e1 , ••. , en) of Fn (p. 13). Prove that ..l(p) = T(p) and that p is non­
degenerate. 

6. Let x, y be non-zero elements of Fn. 
(i) Use exercise 5 to show that x1.(/J) and y1.(/J) are hyperplanes in Fn. 

(ii) Show that, if x1.(/J) = y1.(/J), then [x] = [y). 
Interpret these two results in the language of Theorem 4 of Chapter III 
(p.50). 
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5.3 Synunetric and Alternating Bilinear Forms 

As we saw in the last section, orthogonality is not in general a sym­
metric relation. It is precisely in this case, however, that the concept 
of orthogonality is of greatest importance. 

DEFINITION. A bilinear form a on a vector space V will be called 
orthosymmetric if 

a(a, b) = 0 is equivalent to a(b, a) = 0 

for all a, b in V. 

It is clear that -.1 (a) = T (a) for an orthosymmetric bilinear form. On 
the other hand if -.1 (a) = T (a), then the equality of [a]L and [a]T shows 
that a(a, b) = 0 if, and only if, a(b, a) = O. Thus the condition of ortho­
symmetry is equivalent to -.1 (a) = T (a). 

If we define 7(a, b)=a(b, a), then 7 is clearly a bilinear form on V and 
the condition -.1(a)=T(a) is equivalent to -.1 (a) = -.1(7). 

LEMMA 4. If a, 7 are bilinear forms on V such that -.1 (a) = -.1(7), 
then a = Z7 for some non-zero scalar z. 

PROOF. The condition -.1 (a) = -.1(7) implies that [a].l(<1)=[a]L(T) for 
all a in V and hence that 

a(a, b) = 0 if, and only if, 7(a, b) = 0 for all a, b in V. (1) 

This condition in turn implies that T(a) = T( r). We may therefore 
choose an ordered basis (aI' ... , an) of V such that (ar+ l , ... , an) is an 
ordered basis of VT(<1) = VT<T). Now consider the matrices S = (a(a i , a j )), 

T=(7(at , a j )) defined as in § 5.1. In each case the last (n-r) rows 
consist of zeros. We may also verify that the first r rows of Sand T 
are linearly independent (cf. the first proof of Proposition 4). For, if 

xla(al , a j ) + ... +xra(a" aj) = 0 (j = 1, ... , n) 
then 

a(xlal + ... +xPr' a j ) = 0 (j = 1, ... , n) 

would imply that xlal + ... +xrar E VT<(1) , whence Xl = ... =xr=O by 
our choice of basis for V. The same proof applies to T. 

Let us interpret condition (1) in terms of coordinates: it reads 

X S yt = 0 if, and only if, X T yt = 0 for all x, y in Fn. (2) 

Let p denote the "standard" bilinear form on Fn defined by 

p(x, y) = xyt 
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(cf. exercise 5 of § 5.2). Then (2) implies that 

[x S]J.(.o) = [x T]J.(.o) for all x in Fn 

and hence (exercise 6 of § 5.2) we have 

[x S] = [x T] for all x in Fn. 

In particular, if (e 1 , ••• , en) is the standard basis of Fn (p. 13) we have 

elS = zle1T, 

erS = zrerT , 
and (e1 + ... +er)S = z(e1 + ... +er)T, 

where Zv • .• , Z" z are non-zero scalars. (Recall that e!S, e!T are the 
i-th rows of S, T, respectively.) It follows that 

(zlel + ... +zrer)T = z(e1 + ... +er)T, 

and the linear independence of the first r rows of T allows us to deduce 
that Zl = ZlI = ... = Zr = z. Bearing in mind the fact that the remaining 
rows of Sand T are zero, we have S=zT and so a=ZT, as required. 

A more illuminating and faster way of proving Lemma 4 is as follows: 

SECOND PROOF OF LEMMA 4. By Lemma 1 of the previous section 
(p. 94), MJ.(<1) = (Mgt and MJ.(T) = (Mx)o. Thus Mt;l=JIx for all sub­
spaces M of V. In the language of § 4.2 this means that the (possibly 
degenerate) projectivities [1)(g), [1)(x) are equal. Let K be the common 
kernel of g and I and let M be any subspace such that Jf EB K = V. 
By Theorem 1 of Chapter IV (p. 66), the restrictions of g and T to Mare 
isomorphisms and so we may apply Proposition 1 of Chapter III (p. 45) 
to see that fl = ZI for some non -zero scalar z. Hence a = ZT by Proposi­
tion 3. 

The lemma shows that if a is orthosymmetric, then 

a(a, b) = za(b, a) 

for all a, b in V and some non-zero scalar z. This implies that 

a(a, b) = za(b, a) = z2a(a, b) 

for all a, b in V. If there are any vectors a, b in V such that a( a, b) i= 0 
we deduce that Z= 1 or -1. 

DEFINITION. If a(a, b)=a(b, a) for all a, b in V, then a is called a 
symmetric bilinear form and (V, a) a symmetric (or sometimes an orthog­
onal) space. 
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If a(a, b) = - a(b, a) for all a, b in V, then a is called a skew-symmetric 
bilinear form and (V, a) a skew-symmetric space. 

We have therefore proved 

PROPOSITION 6. A bilinear form is orthosymmetric if, and only if, it 
is either symmetric or skew-symmetric. 

Suppose that a is a skew-symmetric bilinear form. Then 

a(a, a) = - a(a, a) 

for all a in V. In other words 

2a(a, a) = 0 

for all a in V. 
If we assume that the ground field is not of characteristic 2 then 

2#0 (cf. p. 40). We can therefore find an inverse of 2 in F (axiom 
F.2, p. 5) and deduce that 

a(a, a) = 0 

for all a in V. 
On the other hand if F is a field of characteristic 2, then the notions 

of symmetric and skew-symmetric bilinear forms coincide and we can­
not deduce that a(a, a) vanishes. 

DEFINITION. If a(a, a) = 0 for all a in V then a is called an alter­
nating bilinear form and (V, a) an alternating (or symplectic) space. 

If a is alternating, then for any a, b in V 

0= a(a+b,a+b) = a(a,a)+a(a,b)+a(b,a)+a(b,b) 

whence 

a(a, b) = -a(b,a) 

i.e., a is skew-symmetric. 
We may summarize as follows: 
(1) If the ground field is not of characteristic 2 then an alternating 

space is exactly the same as a skew-symmetric space. 
(2) If the ground field is of characteristic 2 then an alternating space 

is a special kind of symmetric space. 
Suppose now that a is a symmetric bilinear form on V. We may 

define a mapping q of V into F by 

q(a) = a(a, a) 
for all a in V. 
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If (a1 , .•. , an) is an ordered basis of V, O'(aj, a j ) =8jj and a= L xjaj, 
then, by the bilinearity of 0', 

q(a) = O'(a, a) = L>jjXjXj . 

The homogeneous polynomial 

f(X 1 , .•. , Xn) = 2 8IJXj X j 

is called the quadratic polynomial of 0' with respect to the ordered basis 
(a1 , ..• , an). Of course this polynomial is obtained from the (sym­
metric) bilinear polynomial L8IJXj Yj by setting Yj=Xj, i= 1, ... , n. 

The function q satisfies the relations 

q(xa) = x2q(a) , (3) 

q(a+b)-q(a)-q(b) = 20'(a, b), (4) 

for all a, b in V. 
In studying symmetric bilinear forms in later sections we shall 

usually make the simplifying assumption that the field F is not of 
characteristic 2 and then equation (4) shows at once that 0' is uniquely 
determined by q. We can thus refer tof(X1 , .. 0' Xn) as the quadratic 
polynomial of q (with respect to (a1 , 0 0 0, an)). 

It is, however, interesting to note that when F is of characteristic 2, 
equation (4) becomes 

q(a+b) = q(a)+q(b) 

for all a, b in V. In other words, q is a homomorphism of the additive 
group V into the additive group F. If we interpret q(a) as a "squared 
length" we may say in more geometric language that the conclusion of 
Pythagoras' Theorem is true for any triangle in V! In this case the 
quadratic polynomial of 0' with respect to (a1 ,. 0 ., an) is a "sum of 
squares", i.e., 

f(X 1 , • 0 ., Xn) = 28uX? 
Since 811 = q(aj) it still makes sense to refer to f(X l' ••• , Xn) as the 
quadratic polynomial of q, although here q does not determine the 
bilinear form 0' uniquely. 

When there is no restriction on the ground field F, we make the 
following 

DEFINITION. A mapping q of V into F is called a quadratic form on 
V if 

Q.l. q(xa) = x2q(a), 
for all a in V and x in F, and 

Q.2. q(a+b)-q(a)-q(b) = 'P(a, b) 
defines a bilinear form 'P on V. 
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Clearly such a rp is symmetric and moreover rp(a, a} = 2q(a}. Hence 
if F is not of characteristic 2, q(a} = l<P(a, a}, i.e., q is the "squared 
length" in the symmetric space (V, !rp). But if F is of characteristic 2, 
then rp is both symmetric and alternating and we regard our space as 
a refinement of an alternating space (V, rp) in which a squared length is 
also given. (The interested reader should consult [5]; also exercises 8, 9 
below.) 

EXERCISES 

l. Prove that a bilinear form is symmetric or skew-symmetric if, and only if, 
its matrix with respect to anyone ordered basis is symmetric or skew­
symmetric. (Recall that a matrix A is symmetric if A =A t; it is skew­
symmetric if A= _At.) 

2. Prove that a bilinear form (T is symmetric if, and only if, f! = fT. 

3. Show that (T is orthosymmetric if, and only if, Me M l.J. for all subspaces 
M. 

4. If BI + (V) denotes the set of all symmetric bilinear forms on V and BI- (V) 
the set of all skew-symmetric ones, prove that BI+ (V) and fJI- (V) are sub­
spaces of fJI( V) and if F is not of characteristic 2 then 

5. Prove that q: x -+ xx is a quadratic form on C, viewed as a two-dimen­
sional real vector space (where the bar denotes complex conjugation). 
Show further that, when q is restricted to the multiplicative group C*, it 
is a group homomorphism of C* into R*. What is the kernel and what is 
the image? 

6. If D is the real quaternion algebra as given in exercise 7 of § 4.3 (p. 75), 
prove that 

q: ( : ~) -+ xx+yfj -y x 

is a quadratic form on D and that q restricted to D* is a group homo­
morphism of D* into R*. Find the quadratic polynomial of q with res~ 
pect to the ordered basis 

of D. 

7. Let V be a vector space over F 2 and q a quadratic form on V with associ­
ated bilinear form rp. Prove that q is a linear form on V L«j». 
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8. Let (aI' ... , a,,) be an ordered basis of V and q a quadratic form on V. 
We define the matrix of q with respect to (aI' ... , a,,) to be (qlj), where 

qll = q(al ), 

qlj = 'P(a" aj) if i #- j, 

where 'P is the bilinear form associated with q. Prove that 

q(xIaI + ... +x"a,,) = 2: qljxlxj, 
ISj 

(Use induction on n. Observe that the result is valid irrespective of 
whether F is of characteristic 2 or not.) 

9. Let ~(V) be the set of all quadratic forms on V. If q, q' E ~(V) and 
x E F, verify that the mappings 

q+q': a ~ q(a)+q'(a), 
xq: a~xq(a) 

are both quadratic forms on V and that ~(V) is a vector space over F 
with respect to this addition and multiplication by scalars. 

Using also the notation of exercise 4, let a be the mapping a ~ q of 
31+(V) into ~(V) defined by q(a) = a(a, a) for all a in V; and let {3 be the 
mapping q ~ 'P of ~(V) into 31+( V) defined by 'P(a, b) =q(a+b) -q(a) -q(b) 
for all a, b in V. Show that (1) a, {3 are linear mappings; (2) a{3 = 2( 1~ + ), 

{3a = 2(1,2); (3) if F is not of characteristic 2 then a, {3 are isomorphisms; 
(4) if F is of characteristic 2 then Ker a=Image {3 and Ker {3=Image a. 

5.4 Structure Theorems 

We saw in § 5.2 that a non-degenerate subspace M of V has M1. as 
direct complement, i.e., V =M EEl M1.. In this section we shall use 
this fundamental result to gain information about the structure of 
alternating and symmetric spaces. 

THEOREM 2. If (V, a) is an alternating space, then 

where L 1 , ... , Ls are mutually orthogonal non-degenerate two-dimen­
sional subspaces and s = 1- (rank a). 

PROOF. If a( b, c) = 0 for all band c, then V = V 1. and we are finished. 
So suppose a(b, c) #- 0 for some b, c in V. Then b, c must be linearly in­
dependent, and we assert that L=[b, c] is non-degenerate: for if 
v=xb+yc lies in L1., then a(b, v)=O and a(c, v)=O yield y=x=O. 
Hence, by Proposition 5, V = L EEl L1. and the direct sum decomposition 
of V follows by induction on dim V. Finally, 2s = dim V - dim V 1. and 
thus 2s = rank a by the corollary to Proposition 4. 
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COROLLARY I. A non-degenerate alternating space must have even 
dimension. 

Each subspace LI in Theorem 2 has an ordered basis (bl> c,) such that 
a(b" ct ) =x, # O. Then with respect to (b" (I/xt ) ct ), the restriction of a 
to L, has matrix 

Hence Theorem 2 yields 

COROLLARY 2. There exists an ordered basis with respect to which a 
has matrix 

o 1 
-1 0 

o I 
-1 0 

o I 
-I 0 

o 
o 

o 

where n is the number of rows and s is the number of blocks 

(- ~ ~). 

o 

It is easily seen that a matrix A = (aij) is the matrix of an alternating 
bilinear form if, and only if, alJ = - a j , whenever i # j and all = 0 for all i. 
We call such a matrix an alternating matrix. Corollary 2 shows that 
every n x n alternating matrix of rank 2s is congruent to the matrix A n•s• 

This solves the congruence problem for alternating matrices for any 
ground field (cf. p. 86). 

COROLLARY 3. Two alternating bilinear forms on the same space are 
congruent if, and only if, they have the same rank. 

We now turn to the structure of symmetric spaces. 

THEOREM 3. Let a be a symmetric, but not alternating, bilinear form 
on the vector space V. Then 

V = Al EB· . ·EB AT EB Vi 

where AI,"" AT are non-degenerate mutually orthogonal one-dimen­
sional subspaces. Moreover r = rank a. 
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The reader should observe that if F is not of characteristic 2 then an 
alternating symmetric bilinear form is zero. Thus the condition that 
a should not be alternating is only relevant to the special case where F 
is of characteristic 2. 

PROOF. The last assertion of Theorem 3 follows from the corollary 
to Proposition 4. The direct sum decomposition will be proved by an 
induction on dim V. 

Since a is not alternating there must exist a in V such that a(a, a) i= o. 
Then A = [a] is a non-degenerate subspace and hence V =A E8 A1. by 
Proposition 5. If the restriction of a to A 1. is either zero or is not 
alternating the theorem follows by induction. (By the remark above, 
the proof ends here if F is not of characteristic 2.) 

Suppose then that the restriction of a to A 1. is alternating and not 
zero. Thus we can find vectors b, c in A1. such that a(b, c)i=O. We 
note that a(a+b, a+b)=a(a, a)i=O and so [a+b] is non-degenerate. 

Consider the vector v = xa + c. Then 

a(v, v) = x 2a(a, a) 

and 

a(a + b, v) = xa(a, a) + a(b, c). 

If x= -a(b, c)ja(a, a), the vector v lies in [a+b]1. and a(v, v)i=O. 
Thus V =[a+b] E8 [a+b]1. where [a+b] is non-degenerate and a is not 
alternating on [a + b]1.. The proof can now be completed by induction. 

Theorem 3 has a corollary for matrices. If A = (a jj ) is a square matrix, 
then A is called diagonal if a jj = 0 whenever i i= j. We shall later use the 
notation 

when A is diagonal. 

COROLLARY. A symmetric matrix which is not alternating is congruent 
to a diagonal matrix. 

PROOF. Let V = Fn and let a be the bilinear form on V such that 

(a; (e j )) = A. 

By Theorem 3 we can find vectors aI' ... , aT such that 

V = [a1] E8 ... E8 [aT] E8 Vl. 

with a(a j , a j ) = 0 for i i= j. If aT + 1, ... , an are chosen to form a basis of 
Vl., then 

is diagonal. 
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The congruence problem for symmetric matrices is still unsolved 
except for certain special fields. The above corollary reduces the 
problem to the case of diagonal matrices, but the final solution depends 
essentially on the structure of the underlying field. However, the 
classification of the symmetric bilinear forms over the complex num­
bers and over the real numbers is easy and will be given below. More­
over, the reader will find the classification over finite fields in exercise 
11. 

PROPOSITION 7. If U i8 a 8ymmetric bilinear form on a complex vector 
8pace V, then there exi8t8 an ordered basi8 of V with re8pect to which u has 
matrix 

(I r 0) ° 0, 
where r i8 the rank of u. 

PROOF. By the corollary to Theorem 3, there exists an ordered basis 
(aI' ... , an) such that 

(u; (at» = diag (Xl' ... ' X" 0, ... ,0), 

with xt#O, i= 1, ... , r. Let Yt2 =Xt-\ i= 1, ... , r. Then 

(u;(Ylal, ... ,Yra"ar+I, ... ,an» = (~r ~)-
The reader should note that the only property of e we use in the 

proof is that every complex number has at least one square root. 

COROLLARY. Two 8ymmetric bilinear form8 on a complex vector 8pace, 
or two 8ymmetric matrice8 in en x n, are congruent if, and only if, they have 
the 8ame rank. 

Now let (V, a) be an n-dimensional real symmetric space and suppose 
that (aI' ... , an) is an ordered basis for which 

(a; (at» = diag (Xl' ... , X" 0, ... , 0). 

We may assume (at> ... , an) so ordered that Xl' ... , Xp are positive and 
xp + l , ... , xp + q are negative, where p +q=r. If we replace aI' ... , ap by 

and ap + l , ... , ap + q by 

1 1 



106 LINEAR GEOMETRY 

then the matrix of u with respect to the new basis is 

diag (1, ... ,1, -1, ... , -1,0, ... ,0) 
'----y--.J ~ 

P q 

CHAP. V 

In order to prove the theorem of Sylvester that the integers p and q 
so defined are invariants of (V, u) we shall introduce a new notion. 

DEFINITION. A real-valued symmetric bilinear form u is positive 
semi-definite if q(a) = u(a, a) ~ 0 for all a. Iffurtherq(a) = 0 implies a= 0 
then u is positive definite. In these circumstances we shall also say that 
the quadratic form q is positive semi-definite or positive definite. The 
definition of negative semi-definite and negative definite bilinear forms 
(and quadratic forms) is similar. 

PROPOSITION 8. Let (V, u) be a real symmetric space. If 

V=PE8QE8V.l 

where the restriction of u to P is positive definite and the restriction of u 
to Q is negative definite, then dim P and dim Q are invariants of (V, u). 

PROOF. If M is a positive definite subspace and N is a negative semi­
definite subspace then clearly M r. N = O. Thus 

dim M + dim N s; dim V. 

But in particular N = Q E8 Vol satisfies this inequality and so 

dim M s; dim V -(dim V -dim P) = dim P. 

Hence p = dim P is the maximum dimension of all the positive definite 
subspaces of V, and as such is an invariant. Finally, q=dimQ is also 
an invariant because q = r - p where r is the rank of u. 

DEFINITION. P - q is the signature of u. 

PROPOSITION 9. If u is a symmetric bilinear form on a real vector 
space V, then there exists an ordered basis of V with respect to which u 
has matrix 

(~p -t ~) 
o 0 0, 

where p + q is the rank of u and p - q is the signature of u. 

COROLLARY. (SYLVESTER'S "LAW OF INERTIA".) Two symmetric 
bilinear forms on a real vector space are congruent if, and only if, they have 
the same rank and same signature. 
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Sylvester's Law implies that there are essentially (Le., to within 
isomorphism) n + 1 distinct non-degenerate real symmetric spaces of 
dimension n. We remark that the "space time" of relativity has rank 
4 and signature 2. 

The next chapter will be devoted to the study of the positive definite 
spaces-the so called euclidean spaces. 

So far in this section we have only considered orthosymmetric bilinear 
forms. There is a generalization of Theorem 3 which is true for arbi­
trary non-alternating bilinear forms provided only that we assume that 
the ground field has more than two elements. 

THEOREM 4. Let a be a nO'flr-alternating bilinear form on a vector 
space V over a field F containing more than two elements. Then 

V = Al EB· . ·EB Ar EB V.l 

where AI' ... , Ar are non-degenerate one-dimensionalsUbspaces and 

Moreover r = rank a. 

PROOF. As in Theorem 3 we argue by induction on dim V. 
Because a is not alternating, there must exist a vector a in V such 

that a(a, a)", 0. By Proposition 5, V = [a] EB [a].l. If the restriction 
of a to [a].l is either zero or is not alternating, the theorem follows by 
induction. 

Suppose then that the restriction of a to [a].l is alternating and not 
zero. Our task, as before, is to find a vector b in V so that [a+b] is 
non-degenerate and a is not alternating on [a+b].l. We may find 
vectors b, c in [a].l such that a(b, c)#O. Let v=xa+c. We try to 
satisfy the following three conditions: 

(i) a(a+b, a+b) = a(a, a)+a(b, a)#O, 
(ii) a(a+b, v)=x(a(a, a) + a(b, a)) + a(b, c)=O, 

(iii) a(v, v)=x2a(a, a)+xa(c, a)#O. 

Let us now assume that a(b, a) = 0. Then condition (i) is automati­
cally satisfied, (ii) is satisfied by taking x = - a(b, c)/a(a, a) and (iii) is 
then equivalent to a(b, c) # a(c, a). Since F contains more than two 
elements, we may satisfy all three conditions in this case by replacing 
b, if necessary, by a suitable scalar multiple zb. 

If a(b, a) # 0 but a(c, a) = ° we may interchange the roles of band c 
(since a(c, b) = - a(b, c) # 0) and prove the result in the same way. 
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Finally, let us assume neither a(b, a) nor a(c, a) is zero. If b' = b + yc, 
then 

a(b',c) = a(b,c):I= 0 

and 

a(b',a) = a(b,a)+ya(c,a). 

We choose y=-a(b,a)/a(c,a) so that a(b',a)=O. Then we may 
argue as above with b replaced by b'. This completes the proof. 

Theorem 4 has a natural interpretation in terms of matrices. 

DEFINITION. If A = (aij) is a square matrix, then A is called (lower) 
triangular if aij=O whenever i<j (i.e., if all terms above the diagonal 
are zero). 

COROLLARY. If A is a non-alternating matrix in Fn x n, where F 
contains more than two elements, then A is congruent to a (lower) triangu­
lar matrix. 

Theorem 4 is false when F = F 2: cf. exercise 7 below. 

EXERCISES 

1. Let (V, a) be a non-degenerate two-dimensional symmetric space over a 
field which is not of characteristic 2. If there is a non-zero vector a in 
V such that a(a, a) =0, prove that there exists a unique b in V such that 
a(b, b) =0 and a(a, b) = 1. Is the condition on the field necessary? 

2. Prove that the quadratic forms of exercises 5, 6 of § 5.3 (p.lOl) are both 
positive definite. 

3. If a is positive semi-definite and a(c, c)=O show that a(a, c)=O for all a. 

4. Define the signature of a real symmetric matrix and give a matrix inter­
pretation of the corollary to Proposition 9. 

5. All polynomials in this exercise have real coefficients. 
(i) If 

n 

f(Xv ···, Xn) = L ajfXjXf 
i. j= 1 

where ajf=ajj for all i, j and all :1=0, show that the transformation de­
fined by 

allYl = allXl +a12X 2+··· +alnXn, 
Y i = X j , i = 2, ... , n 

leads to an equation 

f(Xl ,···, Xn) = allY12+!'(Y2,·.·, Yn), 

where!, is another quadratic polynomial. 



§5.4 BILINEAR FORMS 109 

(ii) If X l = Yl - Y 2 and X 2= Y l + Y 2 show that X1X 2 = Y12- Y 22 
and solve for Yl , Y 2 in terms of Xl' X 2 • 

(iii) Use steps of the above kind to reduce the following quadratic 
polynomials to sums of squares and find the rank and signature in each 
case. 

(1) X1X2+X1X3+X2X3' 
(2) X12+4X1X2+3X22+2X2X3-X32, 
(3) X12_6X1X2+4X1X3+9Xi-9X2X3+4X32. 

6. If q is a quadratic form on the vector space V over a field of characteristic 
2, prove that V has a basis {ai' ... , an} such that 

q(xl a 1 + ... +xnan) = (i q(al)xI2) +X1X2+ X3X4+··· +X28-1X28· 
1=1 

(Use exercise 8 of § 5.3 and Theorem 2.) 

7. Show that the matrix 

( 1 0 0) 101 
o 1 0 

is not congruent to a triangular matrix if the ground field is F2 • 

8. If F is a finite field, show that F contains a field F 0 isomorphic to F p 

for some prime p. Prove also that every field E contained in F must 
contain pT elements for some r. (Of. also exercise 10 of § 7.3, p. 162.) 

9. Let F be a finite field and F* the multiplicative group of non-zero ele­
ments. Show that x __ X2 is a homomorphism of F* into itself with 
kernel { + 1, -I}. Denote the image by S*. Prove that S* = F* if, and 
only if, F is of characteristic 2. 

If F is not of characteristic 2 and z is any element not in S*, prove that 
every element of F* either lies in S* or has the form Z8 for some s in S*. 

10. Let F be a finite field not of characteristic 2 and suppose S* and z have 
the same meaning as in exercise 9. Assume that z cannot be written as 
a sum of two squares. Prove that S = {O} u S*, the set of all squares in 
F, is a field (using the last part of exercise 9) and that the number of 
elements inSis t(q+ 1), where q is the number of elements in F. Deduce 
(using exercise 8) that this is impossible. 

(Exercises 9 and 10 yield the result that every element in a finite field 
can be written as a sum of two squares.) 

11. Let (T be a symmetric, but not alternating, bilinear form of rank r on the 
vector space V over the finite field F. Using Theorem 3 and the result 
stated immediately before this exercise, show that there exists an ordered 
basis of V with respect to which (T has matrix 

or (~T-1 ~ Z), 
o 0 0 

where z is a non-square in F. 
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5.5 Correlations 

If 0' is a non-degenerate bilinear form on V then we deduce from 
Lemma 1 (p.94) that J...{O') = &'(g) 0 and T(O')=&'(u)o. In other words, 
lJO') and T(O') are correlations of &,(V). This fact summarises (1), (3), 
(4), (5) of Theorem 1 on page 95 (and (2) simply means that ..l -1 = T 
and T -1 = ..l). Since the mappings 0' -+ g, 0' -+ u of Proposition 3 
(p. 91) are onto .!l'(V, V*), any correlation of &,(V) is of the form ..l(0') 
(and also of the form T (0')). 

In view of Lemma 4 (p. 97) we may define a polarity to be a correla­
tion ..l(0') for which 0' is symmetric and a null-polarity to be a correla­
tion ..l(0') for which 0' is alternating. In either case it is usual to refer 
to M.L as the polar of M with respect to ..l. 

There are no null-polarities in even dimensional projective geo­
metries and essentially only one in each odd dimensional projective 
geometry (Theorem 2, Corollaries 1 and 3 (p. 103)). The geometry of 
polarities is, by contrast, considerably richer as we shall see in the next 
section. 

If f is an element of .!l'( V, V*) with non-zero kernel, then &'(f) is a 
degenerate projectivity in the sense of § 4.2 and we refer to &'(/)0 as a 
degenerate correlation. Any degenerate correlation is of the form ..l(0') 
(or T(O')), where 0' is a degenerate bilinear form, and will be called a 
degenerate polarity if 0' is symmetric or a degenerate null-polarity if 0' is 
alternating. 

EXERCISES 

1. Let ..1 be a (possibly degenerate) correlation. Show that ..1 is a polarity 
or a null-polarity if, and only if, M c. MH for every subspace M; and that 
..1 is a null-polarity if, and only if, Pc. plo for every point P. 

2. Describe the degenerate null-polarities of projective geometries of dimen­
sions 2 and 3. 

3. Let ..1 be a null-polarity of a projective geometry of dimension 3. If 
P l , P 2 , P 3 , P 4 are the vertices of a tetrahedron T show that the planes 
P1lo, P 2 lo, P 3 lo, P 4 lo are the faces of a tetrahedron which is both inscribed 
and circumscribed to T. 

4. Let ..1 be a null-polarity of a projective geometry of dimension 3. If P, 
Q are given distinct points such that Pc. Qlo, prove that the line L joining 
P and Q satisfies the relation L = Llo. What is the configuration of all 
lines through a given point P with this property ~ 

What is the configuration of all lines L such tha,t L c. Llo, when ..1 is a 
degenerate null-polarity ~ 

(For any null-polarity, degenerate or otherwise, the set of all lines L 
such that Lc.Llo is called a linear complex.) 
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5. Let A be the affine geometry in &J( V) determined by a hyperplane Hand 
let ..L be a polarity of &J(V). We consider the subset B of A obtained by 
omitting all elements of A which contain the point HJ.. Let..L' be the 
restriction of ..L to B. We call .i' the affine polarity (of A) determined by 
.i, 

Prove that ..L' is a one-one mapping of B onto B and that .i is the only 
polarity of &J( V) which determines ..L'. 

(We call HJ. the center of ..L'. Note that the center need not lie in A.) 

6. Let A be the affine geometry in &J( V) determined by a hyperplane Hand 
let ..L be a degenerate polarity of &J(V). We consider the subset B of A 
obtained by omitting the elements M for which MJ.cH. Show that 
B=A if, and only if, VJ. E A and that B is empty if, and only if, VJ.=H. 

When B is not empty we denote by ..L' the restriction of .i to Band 
call .i'the degenerate affine polarity (of A) determined by..L. Prove that 
..L' is a mapping of B into A and that ..L is the only degenerate polarity of 
&J( V) which determines ..L'. 

5.6 Projective Quadrics 

All vector 8pace8 in thi8 8ection are over field8 which are not of characteri8-
tic 2. 

DEFINITION. If a is a symmetric bilinear form on a vector space V 
then the set of all points [a] of &J( V) for which a(a, a) = 0 is a (projective) 
quadric and is denoted by Q(a). When pdim V = 2 a quadric in &J( V) 
is called a conic. 

Since Q(a) =Q(za) for any non-zero scalar z it is clear from Lemma 4 
(p. 97) that there is a mapping ..L(a) __ Q(a). In fact, if ..L(a) is a 
given polarity (possibly degenerate) then Q(a) is the set of all points P 
of 9i'(V) for which pc pJ.(a). 

LEMMA 5. The image of a projective quadric under a projectivity i8 
again a projective quadric. 

PROOF. Let g be a linear isomorphism of V onto V'. If a is a sym­
metric bilinear form on V then the equation 

a'(ag, bg) = a(a, b) 

for all a, b in V, defines a symmetric bilinear form a' on V'. Then 
a(a, a) = 0 if, and only if, a/(ag, ag) = O. In other words [a] E Q(a) if, 
and only if, [a]9i'(g) E Q(a'). 

Let 7T be a projective coordinate system for 9i'( V) and (ao, ... , an) 
an ordered basis of V which determines 7T (as on page 46). Sup­
pose f(Xo, ... , Xn) is the quadratic polynomial of a with respect to 
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(ao, ... , an). Then Q(a) is the set of all points whose projective 
coordinates with respect to 7T satisfy the equation 

This is called the equation of Q(a) with respect to 7T. (By Lemma 1 of 
Chapter III, f(X o, ... , Xn) is determined by a and 7T to within a non­
zero scalar multiple.) If S = (a; (at)), then the matrix form of the 
equation is 

xsxt = 0 

where X = (Xo, ... , Xn). Note that, by Lemma 5, the set Q(a)7T is a 
quadric in .?Jl(Fn+l). Its equation with respect to the standard co­
ordinate system coincides with the equation of Q(a) with respect to 7T. 

By Theorem 3, Corollary, there always exists a projective coordinate 
system with respect to which Q(a) has equation 

doXo2+ ... +dr X r 2 = 0, 

where do'" dr#O. (If a=O this equation reads 0=0.) 
Consider, for example, the quadrics on a projective line. If a has 

rank 2 then Q(a) is either empty or consists of two distinct points. 
(Here we use the assumption that the field F is not of characteristic 2.) 
If a has rank 1 then Q(a) consists of a single point and if a has rank 0 
then Q(a) consists of all the points on the line. 

In the special case of the projective line we can recognize the rank of 
a from the set of points Q(a), even ifQ(a) is empty. More generally, if 
Q(a) is a quadric in .?Jl(V) where pdim V 2:: 2 we can recognize Vi as 
follows. If L is any line in .?Jl( V) then the common points of Q(a} and 
.?Jl(L) form the quadric Q(ad. Now the point [a] lies on V.L if, and only 
if, [a] lies on Q(a) and aL has rank less than 2 for every line L through 
[a]. (Because of this behavior the points of V.L are often called the 
"singular" points of Q(a) and given the "multiplicity" 2.) We can 
therefore define the rank ofQ(a) unambiguously to be the rank of a (i.e., 
dim V - dim V.L) and say that Q( a) is degenerate if, and only if, a is 
degenerate. 

In view of the fact that a quadric may be empty we must not expect 
always to be able to recapture .l(a) from Q(a). It can be shown that if 
Q(a) contains at least one point outside V.L (e.g., ifQ(a) is a non-empty 
non-degenerate quadric) then .l(a) is the only polarity determiningQ(a). 
(See exercises 3, 7, 16 where the outlines of a proof are given.) 

It is possible to meet this difficulty in another way if one is prepared 
to extend the ground field and make a corresponding extension of the 
bilinear form a. We shall sketch this for the case of a real space. 

Let V(c) be the complexification of the real vector space V (p. 14) 
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and a a symmetric bilinear form on V. The extended form a' must be 
bilinear over C and so is given by 

a'(a+ib, c+id) = a(a, c)-a(b, d)+i(a(a, d)+a(b, c)) 

for all a, b, c, din V. 
We choose an ordered basis (ao, ... , an) of V so that (a; (al)) is dia­

gonal. Now (ao, ... , an) is also an ordered basis of V(c) and 

(a'; (al)) = (a; (al)) 

by definition. Thus Q(a) and the extended quadric Q(a') have the 
same equation 

dOX02+ ... +d~r2 = o. 
Clearly Q(a') contains all the points fQr which Xp = ~ and Xq = ± iViT,; 
where 0 ~p <q~r, Xs=Ofor O~s~r, s::l=p, q and X t is arbitraryfort>r. 
Conversely, any (homogeneous) quadratic polynomial f(Xo, ..• , Xn) 
which vanishes for all such points is easily seen to be a scalar mul­
tiple of dOX02+ ... +d~r2. In other words Q(a') determines ..L(a') 
uniquely. 

We end this section with a simple result which shows the essentially 
geometrical character of a quadric. 

PROPOSITION 10. The image of a projective quadric 'Under a projective 
isomorphism is a projective quadric of tke same rank. 

PROOF. Let 1T' be a projective isomorphism of &,(V) onto &,(V'). 
The special cases where pdim V equals 0 or 1 are obvious and so we may 
assume by Theorem 6 of Chapter III (p. 57) that 1T' = &'(g) where g is a 
semi-linear isomorphism of V onto V' with respect to ,. If a is a sym­
metric bilinear form on V then the equation 

a'(ag, bg) = a(a, bg 

for all a, b in V, defines a symmetric bilinear form a' on V' of the same 
rank as a. Just as in Lemma 5 we see that 1T' maps Q(a) onto Q(a'). 

EXERCISES 

1. Show that the equation aXo2+2k XOXl +bX12=O defines an empty 
quadric in 9I'(R2) if, and only if, 11,2 < abo 

2. Describe the degenerate polarity of a quadric of rank 1 on a line L. 
If the quadric Q(u) on L consists of a pair of distinct points A, B 

show that (A, B; P, PWT) is a harmonic range for every point P on L. 

3. Show how a (possibly degenerate) polarity on a line can be reconstructed 
from its quadric provided the quadric is not empty. (Use exercise 2.) 
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4. Describe the four types of degenerate conic in &'(R3). Show that in 
three of these cases the degenerate polarity can be reconstructed from 
the conic. 

5. If Q is a non-degenerate conic in a projective plane P and if A is a point 
on Q, show that every line of P through A, other than the polar line Ai, 
intersects Q in two points. 

Deduce that there is a one-one mapping of Q onto the points of any 
line in P. 

6. Show that all the points of &,(Q3) on the conic with equation 

X02+X12_2X22 = 0 
are of the form 

[(m2+2mn-n2, -m2+2mn+n2, _m2_n2)] 

where m, n are integers. (Use exercise 5 and note that the point 
(1, 1, 1) lies on the conic.) 

7. Let Q(u) be a non-empty non-degenerate conic. If P is a point not on Q 
show (by means of exercise 5) that there are at least two lines through 
P which have points of intersection with Q. Use exercise 3 to give a 
construction for the polar line PJ..( a) of P. 

Give a construction for pJ..(a) when P lies on Q. 

8. Let Q(a) be a non-degenerate conic containing three distinct points 
A o, A 2 , E and let Al be the pole of AoA2' i.e., the point (AoA 2)J..(a). 
Show that if AoAIA2 is taken as triangle of reference and E as unit point 
then the equation ofQ is X OX2-XI 2=0. 

9. A line L is a tangent to the conic Q(a) if aL is degenerate. Show that L 
is a tangent to a non-degenerate conic Q if, and only if, L = A J.. for some 
point A on Q. Find the tangent to the conicXOX 2 -XI 2=0 at the point 
(82, 8cp, cp2). 

10. (See exercise 9.) If Q is a non-empty non-degenerate conic and L a 
tangent to Q at the point A, we regard L as a set of points and define a 
mapping CPL of Q into L as follows: ACPL = A; and if P is any point of Q 
distinct from A then PCPL is the intersection of L with the tangent at P. 
Show that CPL is a one-one mapping of Q onto L. If M is any other tan­
gent to Q show that the mapping CPL -lCPM yields a projectivity of L onto 
M. 

This example shows that a non-empty non-degenerate conic can be re­
garded as an abstract one-dimensional projective space by means of the 
link CPL and that this space is essentially independent of L. 

11. An element M of &'( V) is tangent to a quadric Q(a) if aM is degenerate. A 
line L is a generator ofQ(a) if aL=O. 

Let Q(a) be a non-degenerate quadric in &'(C4). Show that a line L 
cuts Q(u) in a pair of distinct points if, and only if, Land LJ.. are skew; 
that L is a tangent line, but not a generator if, and only if, L n LJ.. is a 
point; and that L is a generator if, and only if, L = LJ... If M is a tangent 
plane, show that the intersection ofQ(a) and &,(M) is a pair of generators 
which intersect in the point M J... 
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12. Show that a non-degenerate quadric Q(O') in &,(R4) has no points if the 
signature of 0' is ± 4; has points but no generating lines if the signature 
of 0' is ± 2; has generating lines if the signature of 0' is O. 

13. Show how to choose a frame of reference for a projective geometry of 
dimension 3 so that three given skew lines have equations 

Xo = X 2 = 0; Xl = X3 = 0; Xo - Xl = X 2 - X3 = O. 

Show that the lines meeting these three lines are generators of the 
quadric X OX 3-X1X 2 =0 and cut the three lines in projective ranges of 
points. 

14. If a non-degenerate quadric Q in a projective geometry of dimension 3 
contains one generator L show that every plane through L cuts Q in L 
and another generator. Show that a coordinate system can be chosen 
with respect to which Q has equation X OX 3-X1X 2 =0 and L has equa­
tions XO=Xl =0. 

15. Let 1.(0') be a polarity of an n-dimensional projective geometry P. A 
simplex of reference (Ao, ... , An) is called self-polar if, for each i, the 
polar hyperplane A/ of AI is the join of all the other vertices Ai' j # i. 

Interpret the proof of Theorem 3 (in the case where 0' is a non-degene­
rate symmetric bilinear form and F is not of characteristic 2) as the 
construction of a self-polar simplex of reference. 

16. Let &(V) be a projective geometry of dimension n and let Q(O') be a 
quadric in &( V) containing at least one point outside Vol. If P is a 
point not on Q show that there exist n lines through P each of which 
intersects Q and whose join is V. Give a construction for the polar 
hyperplane pol of P. (Note that the polar hyperplane of P may not 
have any intersections with Q.) 

Show also how to construct the polar of an arbitrary point of Q. 

17. Let 0' be a degenerate symmetric bilinear form on V and let M be a sub­
space of V such that V =M EEl Vol. If the quadric Q(O') contains at least 
one point outside Vol show that Q(O'M) is a non-empty non-degenerate 
quadric and that Q(O') consists of all the points on the lines joining the 
points of Vol to the points ofQ(O'M)' If P is a point in M show that 

PolC(1) = PolCr1M ) EEl Vol. 

5.7 Affine Quadrics 

All vector spaces in this section are over fields which are not of charac­
teristic 2. 

If 0' is a symmetric bilinear form on V then the projective quadric 
Q(O') consists of all points [a] of .9'( V) for which O'(a, a) = O. The set of 
all points {a} of J<I( V) which satisfy O'(a, a) = 0 is called the representative 
cone of Q and written G(Q). It is clear that if Q is not empty then G(Q) 
is "generated" by lines of J<I(V) through the point O. For example, if 
Q is a (non-empty) non-degenerate conic in .9'( V) then G(Q) is a cone 
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with vertex 0 in the classical sense. If Q is a pair of (projective) lines 
then G(Q) is a pair of (affine) planes through O. 

The classical definition of ellipses, hyperbolas and parabolas as conic 
sections suggests that we consider the points in a coset c + H (c 11 H) 
which lie on G(Q). Now 

a(c+h, c+h) = a(h, h)+2a(c, h) + a(c, c) 

may be written in the form 

q( h) + l( h) + z 

where q is a quadratic form on H, 1 is a linear form on Hand z is a 
scalar. Thus the "section" of G(Q) by the coset c + H is the set of all 
points {c+h} where 

q(h)+l(h)+z = 0 (h E H). 

DEFINITION. Let M be a subspace of V. If q is a quadratic form on 
M, I a linear form on M and z a scalar, then the set of all points {a} in 
d(M) for which 

q(a)+l(a)+z = 0 

is an affine quadric in d(M). 

We note immediately that the image of an affine quadric in d(M) 
under a translation in d(M) is again an affine quadric: for if m is a 
fixed element of M, then 

q(m + a) - q(m) - q(a) = 11(a) 

defines a linear form lIon M and so 

q(a)+l(a)+z = q(m+a)-q(m)-II(a)+I(a)+z 

= q(m+a)+l'(m+a)+z', 

where I' = 1-11 and z' = q(m)-l(m)+z since 11(m) = 2q(m). 

We may now define unambiguously an affine quadric in d(c+M) to 
be the image of a quadric in d(M) under the translation by c. 

Thus the representative cone G(Q) and all its cross-sections by the 
elements of d( V) are examples of affine quadrics. 

If rp is a one-one mapping of an affine geometry d(S) onto a set A 
then we regard A as an affine geometry by means of the link rp (as on 
p. 34). An affine quadric in d(S) is carried over by rp onto a set of 
points in A which we call an affine quadric in A. In particular if A is 
the affine geometry in 9fJ( V) determined by the hyperplane H (linked to 
d(c+H) by the mapping rp of the Embedding Theorem (p. 32)) and 
ifQ is a projective quadric in 9fJ(V), then the set of points in A obtained 
from Q by omitting its points at infinity (if any) is an affine quadric Q' 
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in A. We note at once that there may be several different projective 
quadrics Q which yield the same affine quadric Q' in this way. In 
other words there may not be a unique way of "completing" an affine 
quadric Q' in A to a projective quadric Q in .9'(V). We shall return to 
this question in Proposition 13. 

Our definitions ensure that any translation carries an affine quadric 
onto an affine quadric. In fact we have the counterpart of Proposition 
10 of the previous section, the proof being almost the same. 

PROPOSITION 11. The image of an affine quadric under an affine 
isomorphism is an affine quadric. 

(The question of the rank of an affine quadric will be considered later.) 

If ex is an affine coordinate system for any affine geometry A of 
dimension n over a field F then an affine quadric in A is the set of all 
points whose coordinates with respect to ex satisfy an equation 

g(Xv ···, Xn) = 0 

where g is a polynomial in F[XI' ... , Xn] of degree ~ 2. In this way the 
discussion of affine quadrics in A may be reduced to the discussion of 
affine quadrics in d(Fn), or in any other convenient affine geometry of 
dimension n over F. 

If H is a hyperplane in a vector space V of dimension n + lover F, 
then the affine geometry A determined by H in .9'( V) is a suitable model 
for all affine geometries of dimension n over F. Let (aI' ... , an) be an 
ordered basis of H and extend it to an ordered basis (ao, ... , an) of V. 
This induces a coordinate system of d(V) in which the hyperplane H 
has equation X 0 = 0 and the coset ao + H has equation X 0 = 1. We now 
obtain a coordinate system of d(ao + H) and also one of A by assigning 
to the point {aO+xlal + ... +xnan} of d(ao+H) and the corresponding 
point [aD + xlal + ... + xnan] of A the coordinate row (Xl' ... , xn). 

If f(Xo, ... , Xn) is a quadratic polynomial with coefficients in F 
(i.e., a homogeneous polynomial of degree 2 or the zero polynomial), 
then the equation f(Xo, ... , Xn) = 0 defines a projective quadric Q in 
.9'( V) that determines the affine quadric Q' in A with equation 

f(I, Xl'" ., Xn) = O. 

(Equivalently, f(Xo, ... , Xn) = 0 defines the representative cone O(Q) 
in d( V) whose section by ao + H is the affine quadric with equation 
f(I, Xl' ... , Xn) = 0.) 

If g(XI , ... , Xn) is an arbitrary polynomial in F[XI , ... , Xn] of 
degree ~ 2 we may define a quadratic polynomialf(Xo, ... , Xn) by the 
rule 
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from which follows f(l, Xl>"" Xn)=g(X I , .•. , Xn). Thus there is 
always at least one quadric Q in 9i'( V) that is a completion of a given 
quadric Q' in A. 

In view of these observations we may prove 

PROPOSITION 12. Given an affine quadric in an n-dimensional affine 
geometry A, then a coordinate system for A can be chosen with respect to 
which the quadric has an equation of one of the following two types: 

dI X I 2+ ... +dnXn2+do = 0, 
Xl +d2X 22+ ... +dnXn2 = 0 

(where some, or all, of the dt's may be zero). 

(1) 

(2) 

PROOF. Let A be the affine geometry determined by the hyperplane 
H in 9i'(V) and let Q(a) be a quadric in 9i'(V) that determines the given 
affine quadric Q' in A. 

(i) If H1.¢H we choose any vector ao in H1. but not in H and any 
ordered basis (ai' ... , an) of mutually orthogonal vectors for H (using 
Theorem 3 on p. 103). The equation of Q is then of the form 

doXo+'" +dnXn2 = 0 

which gives equation (1) when we substitute X 0 = 1. 
(ii) If H1.cH then certainly V1.cH and so Proposition 4 (p. 93) 

gives dim H+dim H1.=dim V+dim V1., i.e., dim V1.=dimH1.-1. 
Let A be any point in H 1. but not in V 1.. Any line L through A not in 
H =A1. intersects Q in just one other point, say B. (Cf. the discussion 
of quadrics on a line, p. 112. See also exercise 5 of § 5.6.) The restric­
tion of a to L is non-degenerate and so, by Proposition 5 (p. 96), 
V = L EB L1.. We choose arbitrary homogeneous vectors ao, a l for B, 
A, respectively, and express L1. as direct sum [a2] EB· . ·EB [an] of 
mutually orthogonal1-dimensionalsubspaces (again using Theorem 3). 
The equation of Q in the resulting coordinate system for 9i'( V) is of the 
form 

XOXI +d2X 22+ ... +dnXn2 = 0 

which yields (2) if we substitute Xo = 1. 

Many of the properties of an affine quadric Q' in A are most easily 
understood in terms of a projective quadric Q completing Q' in 9i'( V). 
It is essential therefore to find out just when Q is uniquely determined 
byQ'. 

PROPOSITION 13. Let A be the affine geometry determined by the hyper­
plane H in 9i'( V). If Q' is an affine quadric in A which is not contained 
in any hyperplane of A, then there is one and only one quadric Q in 9i'( V) 
whose intersection with A is Q'. 
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PROOF. We have seen above that there is always at least one quadric 
Q completing Q' . What has to be done now is to show that the points 
of Q in H are determined by Q'. We do this by proving that a point 
P of H does not lie on Q if, and only if, there is a line through P meeting 
Q' in exactly two points. 

If P lies on Q then any line L through P which meets Q' in two points 
contains three points of Q and so L lies entirely on Q. The ground 
field F contains at least three elements and therefore L contains at 
least four points, three of which lie on Q'. Conversely, if P does not 
lie on Q then pl.(a) cannot be the whole of V and so must be a hyper­
plane. By our hypothesis on Q', we may choose a point, say M, on Q' 
but not in this hyperplane. Then PM meets Q in just one point other 
than M (cf. the discussion of quadrics on a line, p. 112). This point 
must clearly lie on Q'. 

For any quadric Q' not contained in a hyperplane we define the rank 
of Q' to be the rank of the corresponding projective quadric Q and say 
that Q' is degenerate if, and only if, Q is degenerate. 

The most obvious case not covered by Proposition 13 is when Q' is 
the set of all points of a hyperplane. Suppose this hyperplane has 
equation Xl =0. We obviously cannot distinguish between the sets 
of points defined by the equations Xl = 0 and X 12 = O. A projective 
quadric completing Q' must then be either XOXI =0 or X 12=0. 

The determination of all affine quadrics in A which are contained in 
a hyperplane is not difficult (see exercise 7, below). We mention that 
there are only two cases where a non-empty non-degenerate quadric Q 
determines a quadric Q' which is contained in a hyperplane: 

(1) Q is a pair of points on a projective line, one of which is the point 
(hyperplane) at infinity H. 

(2) &,(V) is a projective plane over the field F3 and Q is a non-degen­
erate conic cutting the line at infinity in two points, so that Q' consists 
of just two points. (There are exactly three conics Q determining Q' 
in this case. Cf. exercise 8, below.) 

We may obviously exclude these two cases by assuming that our 
geometry has dimension n ~ 2 and that Q' contains at least three points. 
This would allow us for example to refer to the point Hl. (where H is the 
hyperplane at infinity and -.l is the polarity determined by Q, cf. 
exercise 16 of § 5.6) as the center of Q' and to call Q' a paraboloid if this 
center lies in H (i.e., lies on Q). If we consider Proposition 12 in the 
non-degenerate case (i.e., the d/s are all non-zero), then equation (1) 
defines a quadric with center at the origin (0, 0, ... , 0) and equation (2) 
defines a paraboloid through the origin whose center is the point at 
infinity on the Xcaxis (i.e., the line joining the origin and (1, 0, ... ,0». 
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EXERCISES 

1. If Q' is the affine conic in A determined by a non-degenerate projective 
conic Q in &,(&3), then Q' is called an ellipse, a parabola or a hyperbola 
according as the intersection of Q with the line at infinity is empty, con­
sists of one point or consists of two points. (The empty conic is thus an 
ellipse.) Show that an affine conic with equation 

allX12+2a12XlX2+a22X22+2aOlXI + 2a02X 2+aoo = 0, 

where the 3 x 3 matrix (aij ) is invertible, is an ellipse, parabola or hyperbola 
according as alla22-a122 is positive, zero or negative, respectively. 

2. Show that the affine polarity of d(&2) (see exercise 5 of § 5.5) which sends 
the point (Xl' x 2);6 (0,0) into the line XIX 1 +X2X 2 + 1 =0 has empty conic. 
(This polarity is the product of a reflexion in the origin followed by the 
polarity with conic XI2+X22=1.) 

3. If Q(a) is a projective quadric in &'( V) contained in a hyperplane of &'( V), 
show that Q(a) is precisely the set of all points in Vl.(a). (Hint: consider 
the lines which meet Q(a) but do not lie in H.) (Note that this gives all the 
projective quadrics of &'( V) that determine the empty quadric in A.) 

4. What are the possible ranks of the quadrics described in exercise 3 when 
(i) F=&, (ii) F=C, (iii) F=F3? 

5. If Q is a non-empty non-degenerate quadric in &'( V) contained in a pair of 
hyperplanes show that either (i) pdim V = 1 and Q consists of two points 
or (ii) the ground field is F 3, pdim V = 2 and Q consists of four points. 

6. Use exercise 5 above and exercise 17 of § 5.6 to find all the degenerate pro­
jective quadrics that are contained in a pair of hyperplanes. 

7. Use exercises 3, 5, 6 to find all the affine quadrics in A that lie in a hyper­
plane of A. 

8. If F = F 3 and Q' is an affine conic in A consisting of two points, show that 
Q' has three "completions" to &'( V) all of which are non-degenerate. 

5.8 Sesquilinear Forms 

We have !:leen that to every non-degenerate bilinear form on V there 
are associated two correlations ~ (a), T (a) of &( V). On the other hand, 
we know from § 4.7 that a correlation is but a special case of an anti­
automorphism. We shall now show that there exists a generalization 
of bilinear form that gives rise to anti-automorphisms in the same way 
that bilinear forms yield correlations. 

DEFINITION. Let V, V' be vector spaces over fields F, F', respect­
ively, and, a mapping of F onto F'. Then a mapping j of V into 
V' is semi-linear with respect to , if 

L.l. (a+b)j = aj+bj, 
Lm.2. (xa)j = (x,)(aj), 

for all a, b in V and all x in F. 
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If Vf=O the mapping' plays no role. But if Vf#:O we may prove 
exactly as before (p. 55) that 

(x+yg = x,+y" 

(xy), = (x,)(y,) 

for all x, yin F. It follows that' is an isomorphism of F onto F' (cf. 
exercise 1 of § 3.6 (p. 62)). 

Let f be a semi-linear mapping of V into V* with respect to an auto­
morphism' of F. We define a mapping a by the rule 

a(a, b) = b(af) 

for all a, b in V. Since af E V*, a is linear in the second variable, but is 
semi-linear with respect to , in the first variable. Explicitly, 

Bm.l. a(xa+yb, c) = (x,) a(a,·c) + (y') a(b, c), 
B.2. a(a,xb+yc) = xa(a,b)+ya(a,c), 

for all a, b, c in V and all x, yin F. Such a mapping a is called a left 
sesquilinear form with respect to ,. 

We may interchange the two variables and define a mapping T by the 
equation 

T(a, b) = a(bf). 

Then T is called a right sesquilinear form with respect to ,. The theory 
of these is exactly like that of the left sesquilinear forms. We shall 
consider only the latter and shall usually omit the qualifying adjective 
"left". Clearly, a sesquilinear form with respect to the identity map­
ping is the same as a bilinear form. 

It is worth noting that if a is a left sesquilinear form with respect to 
, then a' -1 is a right sesquilinear form with respect to ,- 1. (As usual, 
a,-1 denotes a mapping product: thus (a,-1)(a, b) = a(a, b),-I.) 
More generally, if a is semi-linear with respect to ~ in the first variable 
and semi-linear with respect to TJ in the second variable, then UTJ- 1 is 
left sesquilinear with respect to ~TJ -1 and a~-1 is right sesquilinear with 
respect to TJ~-I. As far as "orthogonality" properties are concerned 
these forms would give no further generality. 

Let a be a (left) sesquilinear form with respect to ,. Then we define 
g just as before by the equation 

a(a, b) = b(ag) 

and check that g is a semi-linear mapping with respect to , of V into 
V*. In order that the companion mapping a should take V into V* we 
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must use the form a' -1, which is right sesquilinear with respect to ,- 1, 

and set 
a(a, bg- 1 = a(bU) 

for all a, b in V. Then iT is semi -linear with respect to ,-1. 
The notion of orthogonality with respect to a and the mappings ..1(a), 

T(a) are defined exactly as in the bilinear case. All the results of § 5.2 
remain true for sesquilinear forms. Moreover the proofs are precisely 
as before. In establishing the sesquilinear version of Proposition 4 one 
needs the extension of Theorem 1, Chapter IV (p. 66), to semi-linear 
mappings, but this is quite obvious. We then define the rank of a to be 
dim V -dim VJ. and say that a is non-degenerate if VJ.=O. Theorem 
1 now gives the relationship between the anti-automorphisms ..1(a) and 
T (a) in the non-degenerate case. If we assume that pdim V ~ 2 then 
any anti-automorphism of .9( V) is of the form .9(j) 0, where f is a semi­
linear isomorphism (p. 85) and so can be expressed as ..1 (a) or T (a) in 
view of the extended Lemma 1. 

The question of orthosymmetry for sesquilinear forms is more subtle. 
The condition ..1 (a) = T (a) is equivalent to .9(g) =.9(0:) as before. We 
now need to assume that ranka ~ 2. Then arguing as in Lemma 4 
(p. 97), we deduce ~=zO: for some z#O. (Note that we now invoke 
Proposition 1 of Chapter III (p. 45) for semi-linear isomorphisms: the 
validity of this has already been remarked upon (p. 57).) Two things 
now follow: first of all, ,=, -1, i.e., ,2 = 1, the identity mapping on F; 
and secondly 

a(a, b) = z(a(b, a)" = z(z"a(a, b) 

shows that z(z" = 1, the identity element of F. 
If a(a, a) = 0 for all a then we shall see below (Lemma 6) that a is 

actually alternating. Suppose now, however, that a( c, c) = w # 0 for 
some c. Then w = z( w" and so if we write 

T(a, b) = (w" a(a, b) 
for all a, b, we have 

T(a, b) = T(b, ag 
for all a, b. 

DEFINITION. A sesquilinear form a with respect to , is called 
hermitian if 

a(a, b) = a(b, ag 

for all a, b. (If a # 0 this implies that ,2 = 1.) 

LEMMA 6. If the sesquilinear form a satisfies a( a, a) = 0 for all a in V, 
then a is bilinear (and hence alternating). 
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PROOF. For any a, b in V, 

o = O'(a+b, a+b) = O'(a, b)+O'(b, a) 

and hence, for all x in F, 

xO'(a, b) = O'(a, xb) = - O'(xb, a) = - (x{)O'(b, a) = (x{)O'(a, b). 

If 0':;6 0 we conclude x = x{ and so 0' is bilinear. 

To sum up, we have proved 

123 

PROPOSITION 14. An orthosymmetric sesquilinear form of rank ~ 2 
is either alternating or is a scalar multiple of a hermitian form. 

The lemma shows that if we wish to extend the structure theorems 
of § 5.4 to sesquilinear forms we need only consider forms that are not 
alternating. Theorem 3 is true for (non-alternating) hermitian forms and 
Theorem 4 is true for arbitrary (but non-alternating) sesquilinear forms. 
The proofs of both theorems are unchanged up to the point where 0' is 
assumed to be non-zero and alternating on [a)-L. But this implies that 
the automorphism of the restriction of 0' to [aF-, and so also of 0' itself, 
is the identity mapping. Thus 0' is bilinear and we are genuinely back 
in the situations of the earlier theorems. 

We have held back till now the obvious remark that for the fields Fp 
(p any prime), Q and R all sesquilinear forms are necessarily bilinear 
(because the only automorphism of each of these fields is the identity 
mapping). The field C has one non-identity automorphism of outstand­
ing importance: this is complex conjugation. It is the only non­
identity automorphism of C that leaves all the real numbers fixed (cf. 
exercise 1, § 3.5, p. 58). When hermitian (but not bilinear) forms on 
complex vector spaces are under consideration it is usual to make the 
convention that the relevant automorphism is complex conjugation 
(denoted by x ~ x). 

If 0' is a hermitian form on the complex vector space W (with respect 
to complex conjugation) then by the generalized version of Theorem 3 
there exists an ordered basis (aI' 0'0, an) such that O'(aj, aj)=O for i:;6j. 
Under what circumstances can we choose the basis so that in addition 
O'(aj, aj) = 1 for all i 1 We look for scalars Xl' 0 •• , Xn such that 

O'(xjaj, xjaj) = xjxjO'(aj, aj) = 1. 

These can be found if, and only if, each O'(aj, aj) is real and positive. 
But this implies that O'(a, a) is real and positive for all non-zero vectors 
ain W. 

DEFINITION. A hermitian form 0' on a complex vector space W with 
respect to complex conjugation is called positive definite if O'(a, a) > 0 for 
all non -zero vectors a in W. 
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Let V be a real vector space and V(c) its complexification. If a is a 
bilinear form on V we may extend a to a mapping a(C) by the rule 

a(c)(a+-ib, e+id) = a(a, e)+a(b, d)+i(a(a, d)-a(b, e)) 

for all a + ib, e + id in V(C)' The reader may check that a(C) is a ses­
quilinear form on V(C) (with respect to complex conjugation). We 
shall call a(C) the eomplexifieation of a. 

The above discussion shows that a(C) is positive definite if, and only 
if, the real form a is positive definite. 

The reader should compare the extension a(C) with the extension a' 
used in § 5.6 (p. 113). Of course a' is bilinear, but the property of 
positive definiteness is lost in the passage from a to a'. 

EXERCISES 

Notation. If A = (ati) is a matrix with elements ali in F and if , is an 
automorphism of F, then A, denotes the matrix (ati'). 

1. Let a be a sesquilinear form with respect to , on V and (a l , ... , an) an 
ordered basis of V. Define the matrix S of a with respect to (al' ... , an) 
as for bilinear forms. Prove that if 

x = (Xl"'" xn), Y = (Yl"'" Yn) 

are the coordinate rows of a, b with respect to (al' ... , an), then 

a(a, b) = (x')Syt. 

2. Show that S is the matrix of a hermitian form if, and only if, 

S = (S,)t 

for some automorphism , satisfying ,2 = 1. (We call such a matrix S 
hermitian. ) 

3. If a is an alternating bilinear form on the real vector space V show that 
a(C) is i times a hermitian form on V(C) (i2 = -1). 

4. Let a be a sesquilinear form on V with respect to , and j a linear auto· 
morphism of V. If (at) is an ordered basis of V and 

(f; (at)) = P, (a; (at)) = S, 
prove that j satisfies 

a(aj, bf) = a(a, b) 
if, and only if, 

S = (P,)Spt. 

(We call such a mapping j an automorphism of the sesquilinear space 
(V,a).) 



CHAPTER VI 

Euclidean Geometry 

6.1 Distances and Euclidean Geometries 

DEFINITION. If V is a real vector space and (1 is a positive definite 
bilinear form on V, then (V, (1) is called a euclidean space. 

For any vectors a, b in a euclidean space (V, (1) we define 

Iiall = + v' (1(a, a), d(a, b) = Iia-bil 
and call Iiall the length (or norm) of a, d(a, b) the distance from a to b. 

Then d has the following basic properties: For all a, b, c in V, 
D.l. d(a, b) = d(b,a); 
D.2. d(a, b) ~ 0 and d(a, b) = 0 if, and only if, a = b; 
D.3. d(a, c) :::; d(a, b)+d(b, c) (the triangle inequality); 
D.4. d(a+c,b+c) = d(a,b); 
D.5. for any real x, d(xa, xb) = Ixl d(a, b); 
D.6. d(a + b, 0)2 + d(a - b, 0)2 = 2(d(a, 0)2 + d(b, 0)2) 

(the parallelogram law). 
D.l, D.2, D.4 and D.5 are all obvious; D.3 is proved below and D.6 

follows from an easy calculation which we leave to the reader. The 
reason for calling D.6 the parallelogram law is plain: the affine points 
a, 0, b, a + b are the vertices of a parallelogram and D.6 asserts that the 
sum of the squares of the two diagonals equals the sum of the squares 
of all four sides. 

DEFINITION. Let V be a real vector space and d a mapping of the 
ordered pairs of vectors of V into R. If d satisfies D.I-D.6, then d is 
called a distance on V. 

We remark in passing that a mapping d which satisfies Dl, D.2, D.3 
is called a metric on V and (V, d) is a metric space. If the metric d 
also satisfies D.4 and D.5 then (V, d) is called a normed space and the 
mapping a ~ Iiall where Iiall =d(a, 0) is its norm. (Cf. exercises 1, 2 
below.) 

125 



126 LINEAR GEOMETRY CHAP. VI 

LEMMA 1. (SCHWARZ'S INEQUALITY.) For all a, b in the euclidean 
space (V, a), 

la(a, b)1 ::;; Ilallllbll· 

Equality lwlds if, and only if, a and b are linearly dependent. 

PROOF. Theresultisclearwhena=O. SOaBsume Iiall ~O. Wehave 
a(xa-b, xa-b)= IlaI1 2x2-2a(a, b)x+ Ilb112, and since the left-hand side 
is never negative, the substitution x=a(a, b)/llaI12 gives a(a, b)2::;; 
Ila11211b112. Further, equality holds if, and only if, b=xa. 

PROOF OF D.3. For any a, b in V, 

Ila+bl1 2 = a(a+b, a+b) 
= Ila112+ IlbI1 2+2a(a, b) 
::;; Ila112+ IlbI12+21Iallllbll, by Lemma 1, 
= (ilall + Il bll)2. 

Thus Ila+bll::;; Iiall + Ilbll, which is equivalent to D.3. 

In addition to the distance between two vectors in a euclidean space 
we may also introduce the angle between them. 

Let cos 8 be defined for all real 8 as the sum of the series 

82 84 
1- 2! + 4! _ ... 

and recall from real analysis the fact that cos is a strictly decreasing 
mapping of the closed interval [0, 7T] onto the closed interval [ -1, 1]. 
Thus we may find a unique 8 in [0, 7T] satisfying the equation 

cos 8 = a(a, b)/llallllbll 
for any given non-zero vectors a, bin (V, a) (because the right-hand side 
is in [ -1, 1], by Lemma 1). The real number 8 is called the angle 
between a and b. Note that the special case 8=7T/2 explains the ter­
minology of § 5.2! 

Every positive definite bilinear form determines a distance. Con­
versely, suppose a distance d is given on the real vector space V. If 
we set a(a, a) = d(a, 0)2 and 

2a(a, b) = a(a+b, a+b)-a(a, a)-a(b, b), 

then it may be shown (cf. exercises 4, 5 below) that a is a positive 
definite bilinear form on V so that ( V, a) is a euclidean space. We shall 
also write this as (V, d). It is therefore immaterial whether we use a 
positive definite bilinear form or a distance to define euclidean space. 

If a is a positive definite bilinear form on V, then we know from 
Proposition 9 of Chapter V (p.l06)that Vhas an ordered basis (av ... ,an) 
such that the matrix of a with respect to (aI' ... , an) is In, the identity 
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matrix. This basis clearly consists of mutually orthogonal vectors of 
length 1. We call such a basis a cartesian basis of (V, a). If d is the 
distance determined by a and a = 2: xjaj, b = 2: yjaj, then 

d(a, b) = + V(Xl -Yl)2+ ... + (xn -Yn)2. 

If the vectors a, b are non-zero then the angle () between them is given by 

X1Yl + ... + XnYn 
cos () = . 

+V(X12+ ... +xn2)(Y12+ ... +Yn2) 

Let (V', a') be a second euclidean space, also of dimension n, and d' 
the corresponding distance. If/is a linear isomorphism of V onto V', 
then it is easy to verify that the condition 

a(a,b) = a'(qf,bf) 

for all a, b in V, is equivalent to 

d(a, b) = d'(a/, b/) 

for all a, bin V. Hence/is an isomorphism of (V, a) onto (V', a') if, 
and only if, / preserves distances. Moreover, / has this property if, 
and only if, / maps any cartesian basis of (V, a) onto a cartesian basis 
of (V', a'). 

Consider now a coset S = a + M in a real vector space V and suppose 
d is a distance on M. We define a mapping, also denoted by d, of the 
ordered pairs of vectors of S into R by 

d(a + m 1 , a + m 2 ) = d(m1 , m 2 ). 

This definition is independent of a because distance is invariant under 
translations (D.4). We shall call this new mapping a distance on the 
coset S. It is clear that d yields a mapping of the ordered pairs of 
points of d(S) into R, namely 

({u}, {v}) __ d(u, v). 

We also denote this mapping by d and call d({u}, {v}) the distance 
between the points {u} and {v}. 

Observe that a bilinear form on M could not have been extended 
unambiguously in this way. This is the reason for preferring the notion 
of distance to that of bilinear form in geometrical contexts. Note also 
that if the distance d on M coincides with the restriction to M of a 
distance d' on V, then d' and d also coincide on S. 

DEFINITION. A real affine geometry d(S) together with a distance 
don d(S) is called a euclidean geometry and will be denoted by d(S, d). 

If T is a coset contained in S, the restriction of d to d (T) is a distance 
on d(T) and d(T, d) is said to be a subgeometry of d(S, d). 
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We may introduce angles in a euclidean geometry as follows. Given 
a point A in the euclidean geometry d(S, d) and two further points B, 

/'-. 
G, both distinct from A, we define the angle BAG to be the angle be-
tween the vectors b - a and c - a where a, b, c are the vectors for A, B, G, 
respectively. 

Now let L, L' be two lines in d(S, d). Through any point A on L 
we take the line L" parallel to L' and choose points B, G on L, L", re-

/'-. 
spectively, both distinct from A. As Band G vary, so BAG takes just 
two values in [0, 7T] and the sum of the two values is 7T. We shall call 
the value in [0, 7T/2] the angle between Land L'. Thus the cosine of 
the angle between Land L' is given by la(u, u')l/llullllu'll, for any 
u i= ° in the subspace belonging to L and any u' i= ° in the subspace be­
longing to L'. (Here a is the bilinear form giving the distance d.) 

An isomorphism a of a euclidean geometry d(S, d) onto a euclidean 
geometry d(S', d') is an isomorphism of affine geometries that pre­
serves distance, i.e., 

d(u, v) = d'(ua, va) 

for all u, v in S. 

PROPOSITION 1. A n isomorphism of euclidean geometries is an 
affinity whose underlying linear isomorphism is an isomorphism of 
euclidean spaces. 

PROOF. Suppose dim S:2: 2 and that M, M' are the subspaces be­
longing to the cosets S, S', respectively. By Theorem 5 of Chapter III 
(p. 56), a=d(t_ag taa ), where g is a semi-linear isomorphism of M 
onto M'. Since R has only the identity isomorphism (cf. p. 52), g 
must be linear. Hence a is an affinity and g is an isomorphism of 
euclidean spaces. 

It only remains to prove the proposition when dim S equals ° or 1. 
The former case is trivial. Assume that b is a non-zero element of M 
and that aa=a', (a+b)a=a' +b'. Then (a+xb)a=a' +x'b' where 
x ---+ x' is a one-one mapping of R onto R. But a: preserves the dis­
tances between a, a + b and a + xb so that 

Ixl = Ix'i and IX-II = lx' -11· 
This implies that x' = x and so completes the proof. 

In order to define coordinate systems for euclidean geometries we 
must first impose a natural euclidean structure on Rn. We use the 
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unique bilinear form ao on Rn for which the standard basis (e1 , ... , en) 
is a cartesian basis of (Rn, ao). Explicitly, we define 

ao((x1, ... , xn), (Y1' ... , Yn)) = X1Y1 + ... + XnYn 

and denote the corresponding distance by do. 

DEFINITION. If .91(8, d) is a euclidean geometry of dimension n, then 
a euclidean isomorphism a of .91(8, d) onto .9I(Rn, do) is called a euclidean 
coordinate system for .91(8, d). 

The euclidean frame of reference corresponding to the coordinate 
system a is the ordered (n+1)-tuple of points (P1 , ... , Pn,Q) where 
Pta = {et}, i = 1, ... , nand Qa = {(O, ... , O)} (cf. p. 43). 

If M is the subspace belonging to 8 we may express the condition 
for (P 1 , ... , P n , Q) to be a frame of reference in a different way. Let 
P1' ... , Pn' q be vectors for the points P 1, ... , P n' Q, respectively. Then 
(P l' ... , P n' Q) is a euclidean frame of reference if, and only if, 
(P1 - q, ... , Pn - q) is a cartesian basis of M (cf. exercise 4 of § 2.2, 
p. 20). 

EXERCISES 

l. Define a mapping d of the ordered pairs of vectors of the real vector space 
V by setting d(a, a)=O for all a and d(a, b)=1 whenever a#b. Verify 
that (V, d) is a metric space but not a normed space. 

2. Let a= (Xl' ... , Xn), b = (YI' ... , Yn) be elements of Rn and define 

dp(a, b) = (iXI-YIIP+ ... + IXn-YnIP)llP 

where P ~ 1 is a real number. Show that dp satisfies all the rules D.1 to 
D.5, but satisfies D.6 if, and only if, p=2. (Minkowski's inequality 

(2:lx;+ydP)llP ~ (2:lx;IP)llP + (2:ly;jP)llP 
(for p~ 1) may be assumed.) 

3. Let a, b be vectors in the euclidean space (V, d) and X, Y real numbers such 
that X + Y = l. Prove that 

d(xa+yb, a): d(b, xa+yb) = IYI: Ixl. 
(Observe that this is consistent with our remark on p. 29.) 

4. Let d be a mapping into R of the ordered pairs of vectors in the real vector 
space V. Define a mapping a by 

ala, b) = i(d(a+b, 0)2-d(a, 0)2-d(b, 0)2). 

If d satisfies rule D.6 (p. 125), prove that 

a(al +a2, b) = a(al' b)+a(a2, b) 
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and deduce that 
a(ra, b) = ra(a, b) 

for every rational number r. 
(Similar results apply to the second variable. 

mapping of V regarded as a vector space over Q. 
sarily infinite dimensional over Q if V;60.) 

CHAP. VI 

Hence a is a bilinear 
Note that V is neces-

5. Using the same notation as in exercise 4, assume now that d satisfies all 
the rules D.1-D.6. Prove that, for fixed a, b in V, 

x -+ a(xa, b) 

is a continuous real function. Deduce from this and exercise 4 that a is a 
bilinear form on the real vector space V. 

6. Let ABC be a triangle in a euclidean plane with distance d. Prove that 

~ 

2 d(A, B) d(A, C) cos BAC = d(A, B)2+d(A, C)2-d(B, C)2. 

7. If d(a, c)=d(a, b)+d(b, c) show that a, b, c are collinear in drS, d). 
If 'P is a one-one mapping of the points of d(S, d) onto the points of 

d(S', d') which preserves distance, show that 'P induces a euclidean iso­
morphism of drS, d) onto d(S', d'). 

6.2 Similarity Euclidean Geometries 

We have constantly used the embedding of affine geometry in pro­
jective geometry. If our embedded geometry is euclidean, we naturally 
hope to find an interpretation of the euclidean structure in projective 
geometrical terms. 

Let us recall some facts from § 2.6. Suppose H is a hyperplane in 
the real projective geometry &( V) and A is the set of subspaces of V 
not contained in H. Choose c to be any vector not in H. Then every 
coset of H can be written uniquely in the form xc + H, for x in R. To 
each x in R* (the non-zero real numbers) we associate the mapping 
'Px: S -+ [S] of d(xc + H) onto A. Then (A, £px) is an affine geometry 
in the generalizerl sense and all these geometries, for varying non-zero 
x, have the same basic geometric operation of inclusion. This is 
equivalent to the fact that, for all x in R*, £P1£PX -1 is an affine isomor­
phism of .s1'(c+H) onto d(xc+H). Thus all the geometries (A,£px) 
could be identified and A itself viewed unambiguously as an affine 
geometry. 

Now suppose d is a distance on H. Then each coset xc+H has on 
it a distance which we shall denote by dx. We thus obtain a family of 
euclidean geometries .#(xc + H, dx ) and are naturally interested in 
knowing whether each £P1£PX- 1 preserves distance. 
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Choose a1=c+h1 and a2 =c+h2 in c+H. Then aj Cf'1Cf'x- 1=Xc+xhj 

for i = 1, 2 and hence 

dX (a1Cf'1Cf'x -1, a2Cf'1Cf'x -1) = Ixl d(h1' h2 ) = Ixl d1(a1, a2 ). 

It follows that Cf'lCf'x -1 is nearly, but not quite, a euclidean isomor­
phism: it distorts distance by the constant factor Ixl. Our calculation 
suggests the following useful generalization of euclidean geometry. 

DEFINITION. Two distances d, d' on an affine geometry d(S) are 
called similar if d' = rd for some positive real number r. 

Similarity is an equivalence relation on the set of all distances on 
d(S). We shall denote the class containing d by (d). 

DEFINITION. Let S be a coset in the real vector space V and D a 
similarity class of distances on d(S). The affine geometry d(S) to­
gether with D is called a similarity euclidean geometry and will be de­
noted by d(S, D). 

If T is a coset contained in S, the restriction of all the distances in D 
to d(T) is a similarity class of distances on d(T). We call d(T, D) 
a subgeometry of d(S, D). 

It is clear that a euclidean geometry d(S, d) gives rise to a similarity 
euclidean geometry d(S, (d)). 

We now introduce a generalization just as we did for projective and 
affine geometries. Let Cf' be a one-one mapping of some d(S) onto a 
set A. If d is a distance on d(S) then Cf' enables us to define a distance 
dIP on A: we simply set 

dlP(PCf', QCf') = d(P, Q) 

for all points P, Q in d(S). If D is a similarity class of distances on 
d(S) then DIP denotes the corresponding class on A. 

The affine geometry (A, Cf') together with a similarity class of distances 
DIP is called a similarity euclidean geometry and will be denoted by 
(A, D({)). 

We naturally view d(S, D) itself as a geometry in this generalized 
sense by taking Cf' to be the identity mapping. 

An isomorphism a of the similarity euclidean geometry d(S, D) onto 
the similarity euclidean geometry d(S', D') is an affine isomorphism 
such that, for any d in D, the mapping d' defined by 

d'(ua, va) = d(u, v) 
is a distance in D'. 

Returning to the embedding situation discussed above, we have a 
family of similarity euclidean geometries d(xc +H, (dx)), one for each x 
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in R*. Our calculation may be interpreted as showing that each 
rp1 rpx -1 is a similarity euclidean isomorphism and so the distance 
classes (d 1 )(Jll and (dx)(Jlx on A are equal. If D is the distance class of 
d on H then we also denote by D this unique distance class on A, and 
we shall refer to (A, D) as the similarity euclidean geometry in .9(V) 
determined by the hyperplane H and the distance class D. 

We must now ask what it means projectively to be given a distance 
class D on d(H). If d and d' are distances arising from positive 
definite bilinear forms a and a', respectively, then it is easy to check 
that, for any r> 0, d' = rd if, and only if, a' = r2a. Hence the bilinear 
forms associated with D all determine the same polarity of .9(H). The 
quadric of this polarity is, of course, empty. 

DEFINITION. A polarity of a real projective geometry is called 
definite if the corresponding quadric is empty. 

PROPOSITION 2. The real polarity .l(a) is definite if, and only if, the 
bilinear form a is either positive definite or negative definite. 

PROOF. The "if" part is obvious. Assume therefore that a(v, v)"# ° 
for all non-zero vectors v. 

If there exist vectors a and b such that a(a, a) > ° and a(b, b) < 0, then 
a(a, b)2 - a(a, a)a(b, b) > ° and therefore the equation 

a(Xa-b, Xa-b) = 0, 
i.e., 

a(a, a)X2- 2a(a, b)X +a(b, b) = 0, 

has real roots. If x is one such root, then we must have b = xa, whence 
a(b,b)=x2a(a,a);:::0, which is a contradiction. Hence a is either 
positive definite or negative definite. 

It follows from Proposition 2 above and Lemma 4 of Chapter V 
(p. 97) that a definite polarity .l determines a unique similarity class 
of distances D. Hence our similarity euclidean geometry (A, D) is 
determined in .9( V) by H and the definite polarity .l of .9(H). We also 
use the notation (A, .l) for (A, D). Moreover, every similarity eucli­
dean geometry is isomorphic to such a geometry (A, .l). 

We can define in (A, D) ratios of distances by means of the class D. 
We may also define angles in exactly the same way as for euclidean 
geometry since the expression for cos (J is unaltered when d is multi­
plied by an arbitrary positive scalar. Both these notions may be in­
terpreted in .9( V) by using the so-called cross-ratios (cf. exercises 5, 6 
below). 

Suppose that L, L' are lines in (A, .l)and that the angle between them 
is 1T/2. This case may be interpreted without cross-ratios. By the 
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definition given on page 128, this means that the points at infinity on 
the two lines are orthogonal with respect to -.1, i.e., (L n H)1- ~ L' n H. 
More generally, we call the elements M, M' of (A, -.1) perpendicular if 
one of M n H, (M' n H)1- contains the other. 

EXERCISES 

l. Let Ao, AI' A 2, A3 be distinct collinear points in a projective geometry 
&( V) over an arbitrary field F. Choose homogeneous vectors such that 
[ao]=A o, [al]=A I, [ao+a l ]=A 2 and [xao+a l ]=A 3. Show that x is 
uniquely determined by the points Ao, AI' A 2, A3 (in that order). The 
scalar x is called the cross-ratio of the quadruple and will be written 
cr(Ao, A I; A 2, A3)' 

If 7T is a collineation of &( V) prove that 

cr(A o7T, A I7T; A 27T, A37T) = cr(Ao, AI; A 2, A 3) 

and deduce that if B j = [yjaO + zja l ], i = 0, I, 2, 3, are distinct points, then 

cr(B B' B B) = (YOZ2-Y2Z0)(YIZ3-Y3ZI). 
0, I, 2' 3 (YOZ3-Y3Z0)(YIZ2-Y2ZI) 

When F is not of characteristic 2 show that 

cr(Ao, AI; A 2, A 3) = cr(Ao, AI; A 3, A 2) 
if, and only if, 

cr(Ao, AI; A 2 , A 3 ) = -1 

and that this is precisely the condition for (Ao, AI; A 2, A 3) to be a har­
monic range (see p. 40). 

2. Let &( V) be a real projective geometry and (A, D) the similarity euclidean 
geometry in &( V) determined by H and the distance class D on ~(H). 
If AI' A 2, A3 are distinct collinear points in (A, D) and A o is the point at 
infinity on the line AIA2' prove that 

Icr(A o, AI; A 2, A 3 )1 = d(AI' A 3)/d(A I, A 2) 
for every d in D. 

3. Let r be a given positive real number and C a point in a euclidean geo­
metry ~(S, d). We define the sphere with center C of radius r to be the 
set of all points P satisfying d(P, C) = r. Find the equation of this sphere 
with respect to a euclidean coordinate system and deduce that it is an 
affine quadric. Show also that the quadric is non-degenerate and that 
its center is C. 

If d' is a distance similar to d, then the quadric is still a sphere with 
center C in ~(S, d/) but possibly of different radius. We may therefore 
define a set of points in a similarity euclidean geometry ~(S, D) to be a 
sphere if the set is a sphere in ~(S, d) for any d in D. 

4. Let (A, lJ be the similarity euclidean geometry determined in &( V) by 
H and the definite polarity 1. = J.(a). If Q(T) is a projective quadric 
prove that Q(T) n A is a sphere if, and only if, Q(T) contains more than 
one point and 1. (TH) = J.(a). 
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5. Let (A, lJ be a similarity euclidean geometry as in exercise 4. Given 
points Alo A 2, B I , B 2, where Al 'fA2 and BI 'f B 2, describe a purely pro­
jective geometrical method of calculating the ratio d(AI' A 2}/d(BI , B 2). 
(Use exercises 2 and 4.) 

6. Let H be a line in a real projective plane 9( V} and .1.(a} a definite polarity 
in fjJ(H}. Complexify V and extend a to a' as in § 5.6 (p. 113). Then the 
quadric Q(a'} consists of two points J and J. (These are called the 
"circular points at infinity" for the similarity euclidean plane (A, .1.).} 

Given a point A in 9( V} but not in H, show that a coordinate system 
of 9( V} may be chosen so that A has coordinates (1, 0, O) and in the corres­
ponding coordinate system of 9(V(c)}, J and J have coordinates (0, 1, i), 
(0,1, -i), respectively. 

Using this coordinate system, prove the following result: If Band G 
are points of 9(V) distinct from each other and from A, let B' =AB n H 
and G' = AG n H. Then the real part of cr(J, J; B', G'} is cos 28, where 

~ 

8 is the angle BAG in the similarity euclidean plane (A, .1.). 

7. Let (A, .1.) be the 3-dimensional similarity euclidean geometry deter­
mined by Hand .1. in 9(V). Given a plane M and a point P not in M, 
prove that there is a unique line through P perpendicular to M. This 
line is called the normal to M through P. Show that all the normals to 
M are parallel. 

If M' is a second plane, then M' is perpendicular to M if, and only if, 
every normal to M is perpendicular to every normal to M'. 

6.3 Euclidean Quadrics 

We call an affine quadric in a euclidean geometry a euclidean quadric. 
In § 5.7 (Proposition 12) we saw how to choose an affine coordinate 
system for which the equation of a given affine quadric reduces to one 
of two simple types. In this section we shall show that the same reduc­
tion can be achieved by a suitable choice of euclidean coordinate system. 

We begin by considering two symmetric bilinear forms a, T on the 
same real vector space V and suppose that a is positive definite. (In 
the discussion up to Lemma 2 the ground field could be quite arbitrary 
and we need only assume that a is non-degenerate.) Our first aim is to 
find a basis of V whose vectors are mutually orthogonal with respect to 
a and T simultaneously. 

We may define unambiguously a linear mapping j of V into V by 
means of the equation 

a(aj, b} = T(a, b) (I) 

for all a, bin V. This may be seen quite simply in terms of matrices: 
for if S, T are the matrices of a, T, respectively, with respect to an 
ordered basis (VI' ... , vn ) of V, then the matrix A of j must satisfy 

A S = T or A = T S-l 
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because S is invertible. Alternatively we may note that, as a is non­
degenerate, the mapping !l defined on p. 91 is an isomorphism and 
1= X!l- 1. From the symmetry of a and T we deduce 

a(al, b) = a(a, bf) (2) 

for all a, bin V. 
Conversely, if a symmetric bilinear form a and a linear mapping I 

satisfying equation (2) are given, then we may define a symmetric 
bilinear form T on V by means of equation (1). 

DEFINITION. A linear mapping I satisfying equation (2) is called a­

symmetric. 

Since (V, a) is a euclidean space we observe that a linear mapping I 
is a-symmetric if, and only if, it has a symmetric matrix with respect to 
any cartesian basis of (V, a). (See also exercise 1 below.) 

It is helpful to interpret the mapping I in terms of the projective 
geometry &'( V). When a and T are both non-degenerate they deter­
mine polarities whose product jjT)1-(a) is a collineation which is 
precisely &'(f). Our problem is to find a simplex which is self-polar 
with respect to 1-(a) and 1-(T) simultaneously. (Cf. exercise 15 of 
§ 5.6.) The vertices of such a simplex must be fixed points of &'(f). 
This leads to the following concept (cf. exercise 4 of § 4.2). 

DEFINITION. Let V be a vector space over an arbitrary field F and 
I a linear mapping of V into V. A non-zero vector a of V is an eigen­
vector of I if [all c [a]. In other words, a is an eigenvector of I if 
a # 0 and there exists a scalar x in F such that al = xa. The scalar x 
corresponding to such a vector a is called an eigenvalue of f. We call 
Ker(f-xl) the eigenspace of I corresponding to x and shall write this 
as Ex(f) or as Ex when I is understood. 

LEMMA 2. Let (V, a) be a (non-zero) euclidean space. II I is a 
a-symmetric mapping 01 V into V then I has eigenvectors in V. 

Our proof depends on the following important general fact. 

PROPOSITION 3. II I is a linear mapping 01 the (non-zero) complex 
vector space W into itsell, then I has eigenvectors in W. 

PROOF. Since W is finite dimensional there is a least positive integer 
r such that r is linearly dependent on r -1, .. . ,f, lw, say 

r = CI!r-1 + ... +crl W ' 

If we put 
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then we may express this dependence by writing 

m(j) = O. 

CHAP. VI 

The equation m(X) = 0 always has a complex root x and we have the 
corresponding factorization 

m(X) = (X - x) n(X) (3) 

in C[X]. Substituting J in equation (3) and using rules A.l to A.4 in 
the linear algebra 2(W, W) (cf. p. 68), we obtain 

(j-xI)n(f) = O. 

Now J - x 1 cannot be an isomorphism as otherwise n(j) = O. This 
would contradict the minimal character of the degree of m(X). Hence 
there exists a non-zero vector c in W such that cf=xc. 

PROOF OF LEMMA 2. Extend J to the complexification V(C) of V 
by the rule (u + iv)J = uJ + i(vJ). Clearly the extended J is a linear 
mapping of V(C) into V(C)' By Proposition 3 there exists an eigenvector 
c = a + ib with eigenvalue x. We have to show that x is real. 

Consider the extended bilinear form a' on V(C) as defined in § 5.6 
(p. 113). The equation 

a'(wJ, w') = a'(w, w'J) 

is now true for all w, w' in V(C)' Hence, in particular, 

where c =a- ib. 
conjugate of x). 

a'(CJ, c) = a'(c, cJ) 

But cJ = xc and so cJ = xC (where x denotes the complex 
Therefore 

xa'(C, c) = xa'(C, c), 

where a' (c, c) = a(a, a) + a(b, b) > O. This implies that x is real. 
The equation cJ=xc now gives aJ=xa and bJ=xb. Since c is non­

zero, either a or b is an eigenvector of f in V. 

LEMMA 3. If J is a a-symmetric mapping on V, then 

[a]J c [a] implies [a].lf c [all. 

PROOF. If bE [a].L, then 

a(a, bf) = a(aJ, b) = xa(a, b) = 0 

and so bJ E [all. 

PROPOSITION 4. IJ (V, a) is a euclidean space and f is a a-symmetric 
linear mapping oj V into V then there is a cartesian basis oj (V, a) con­
sisting entirely oj eigenvectors oj J. 



§ 6.3 EUCLIDEAN GEOMETRY 137 

PROOF. By Lemma 2 we can find an eigenvector a1 of f. Since a 
is positive definite we may choose a1 so that a(a1, a1) = 1. The sub­
space [ad is non-degenerate with respect to a and therefore 

V = [ad EB [a1]1.(C1) 

(by Proposition 5, Chapter V, p. 96). Our proposition now follows by 
Lemma 3 and induction on the dimension of V. 

THEOREM 1. If a and T are symmetric bilinear forms on the real 
vector space V and a is positive definite, then there exists a cartesian basis 
of (V, a) whose vectors are mutually orthogonal with respect to T. 

PROOF. Letfbe the a-symmetric linear mapping determined by a, T 

according to equation (1) above. Then by Proposition 4, (V, a) has a 
cartesian basis (a1, ... , an) such that 

ad = xjaj for i = 1, ... , n. 
Thus 

T(ai, af) = a(ad, af) = xja(ai, af) = xiSjf, 

and so a1, ... , an are mutually orthogonal with respect to T. 

As we might expect, Theorem 1 may be expressed in terms of matrices. 
Recall from p. 134 that if a, T have matrices S, T, respectively, thenf 
has matrix A = T S-l. The cartesian basis vectors of Theorem 1 may 
be obtained by finding their coordinate rows Cj which satisfy 

ciA = XiCj 

or equivalently 

ciT = xjciS. 

The scalars Xi can be found by using the routine method of solution given 
for linear equations in § 3.3. Those who are familiar with determinants 
will recognize that the scalars Xi are also given by the condition 

det (T -XiS) = 0 
or det (A -x;I) = o. 
They are naturally called the eigenvalues of the matrix A. 

As in the proof of Theorem 1, the rows Ci satisfy 

cjSc/ = So and ciTc/ = XjS jj. 

In other words, if the matrix P has rows c1 , ••• , cn , then 

P S pt = I and P T pt = diag (Xl' ... , Xn) 

(see p. 104). Thus Theorem 1 may be regarded as a result about the 
simultaneous reduction of two matrices to diagonal form. 
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As an illustration of these comments consider the symmetric matrices 

(
2 2 1) 

S= 2 5 2, 
121 

(3 4 2) 
T= 4 9 4 . 

2 4 2 

The required eigenvalues are the roots of the equation 

3-2X 4-2X 2-X 
4-2X 9-5X 4-2X = 0, 
2-X 4-2X 2-X 

which, by simple row operations, gives 

I-X 0 0 
o I-X 0 = 0, 

2-X 4-2X 2-X 

i.e., (I-X)2(2-X)=0. 
Corresponding to the root 1 the matrix equation (Xl' X 2 , X 3 )(T -S) 

=0 yields X I +2X2 +X3 =0. One solution is dl =(I, -1,1). We 
check that dIS d l t = 2 and so we "normalize" d l by dividing by V2 and 

setting cI = :2 (I, -I, I). 

We require another solution d2 which is also S-orthogonal to dl> i.e., 
d2S dlt=O. Thus d2 satisfies Xl +2X2+X3 =0 and X I -X2 =0. We 

1 
may take d2 = (1, 1, - 3). As d2S d2t = 2 we set C2 = V2 (1, 1, - 3). 

Corresponding to the root 2 we solve (Xl' X 2 , X 3 )(T-2S)=0, i.e., 
-XI=O and -X2=0. So we may take c3 =(0, 0, I). 

It follows as above that if 

-1/V2 
I/V2 

o 
then P S pt=I and P T pt=diag (1,1,2). 

THEOREM 2. Given a euclidean quadric in an n-dimensional euclidean 
geometry, then a euclidean coordinate system can be chosen with respect to 
which the quadric has an equation of one of the two types: 

d1X 12+ ... + dnX n2+do = 0 
Xl +d2X 22+ ... +dnXn2 = 0 

(where some, or all, of the d/s may be zero). 

(4) 
(5) 
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PROOF. Our theorem differs from Proposition 12 of Chapter V only 
in the fact that the required coordinate system must be euclidean. Our 
proof is a refinement of the proof of the earlier proposition. 

Let &,(V) be an n-dimensional real projective geometry, H a hyper­
plane in &,(V) and a a positive definite bilinear form on H. We may 
suppose our euclidean geometry to be d (c + H, d) for some c not in H 
and d the distance determined by a. The given quadric, say R, is the 
cross-section by d(c + H) of a suitable projective quadric Q( T) in &,(V). 
(Cf. p. 116.) 

Our aim is to find an ordered basis (ao, ... , an) of V adapted to T and 
such that ao E c + H and (aI' ... , an) is a cartesian basis of (H, a). For 
then ao + aI' ... , ao + an, ao will be vectors for a euclidean frame of 
reference of d(c + H, d). If f(Xo, ... , Xn) = 0 is the equation of Q( T) 
then f(l, Xl' ... , Xn) = 0 is the equation of R with respect to this 
euclidean frame of reference. 

In the following argument we shall write 1- for 1-(T). 

(i) If H1.¢H, we may find a vector ao in H1. n c+H. Choose a 
cartesian basis (aI' ... , an) of (H, a) with the property that T(a j , aj) = 0 
whenever i#j(i,j=I, ... ,n). (Such a basis exists by Theorem l.) 
The equation of Q is then of the form 

dOX02+ ... +dnXn2 = O. 

Substituting Xo = 1 yields the equation of R in the form (4). 
(ii) If H1.cH, then Vl-cH and dim Vl-=dimH1.-l (cf. the proof of 
Proposition I;;!, p. lIS). Let (aT + I , ... ,an ) be a cartesian basis of V1.. 
By Proposition 5 of Chapter V (p.96) we can, first of all, extend this 
to a cartesian basis (aI' aT + l' ... , an) of H1. and then write H = H1. E8 M, 
where M = (H1.)1.«J). By Theorem 1 above, M has a cartesian basis 
(a2 , ••. , aT) whose vectors are mutually orthogonal with respect to T. 

Therefore (aI' ... , an) is a cartesian basis of H such that T(a j , aj) = ° 
whenever i # j (i, j = 1, ... , n). 

Let K=[a2, ... , an]. We assert that K1. is not contained in H. 
For K = V1. E8 M, so that K1.=M1.. On the other hand, H =H1. E8 M 
implies that TM is non-degenerate (Lemma 3, Corollary, p. 95) and so 
V =M E8 M1. (Proposition 5, p. 96). 

Choose a line Lin K 1. containing [ad and not contained in H. Then 
L meets Q in one further point [ao], where a o E c + H. The equation of 
Q in the coordinate system determined by (ao, ... , an) is 

XOXI +d2X 22+ ... +dnXn2 = 0, 

for suitable scalars d2 , •.• , dn . Putting Xo = 1 yields the equation of 
R in the form (5). 

(To prove (ii) the reader may find it more instructive to consider 
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first the case where T is non-degenerate. For then [all = B.1(T) and 
K = [ad.1(Q) are uniquely determined once T is given. In the general 
case one can find a subspace N which has (V .1(T».1(Q) as hyperplane at 
infinity; then V = V .1(T) EB N and one can treat the restriction of T to 
N as above.) 

EXERCISES 

1. Suppose a is a symmetric bilinear form on a vector space V and f a linear 
mapping of V into V. If (a l , ..• , an) is an ordered basis of V and S, A are 
the matrices of a, f with respect to this basis, prove that f is a-symmetric 
if, and only if, AS =SA t. 

2. If a is a given non-zero vector in a complex vector space V andf is a linear 
mapping of V into V, prove that there exists a polynomial p(X) such that 
ap(!) is an eigenvector of f. 

(Consider the vectors ap, i=O, 1,2, ... and proceed as in the proof of 
Proposition 3.) 

3. If V is a complex vector space andf, g are commuting linear mappings of 
V into V (Le., fg = gf), use exercise 2 to show that there exists a common 
eigenvector for f and g. Show that there exists a basis with respect to 
which the matrices of f and g are both triangular. 

4. Let a, 'T be symmetric bilinear forms on a real vector space V and let a 
be positive definite. Assume the theorem of analysis that the real 
valued (continuous) function a ~ 'T(a, a) (a E V) attains a maximum Xl 

at some point a l on the (compact) sphere a(a, a) = 1. Show that Xla-'T 
is positive semi-definite and use exercise 3 of § 5.4 to prove that 
[a!l.1(<1) c [a!l.1(T). Hence prove Theorem 1. 

6.4 Euclidean AutoIDorphisIDs 

It follows from Proposition 1 that an automorphism of a euclidean 
geometry d(a+M, d) (i.e., an isomorphism of the geometry onto itself) 
is an affinity whose unique underlying linear automorphism is an auto­
morphism of the euclidean space (M, d). Our aim is now to determine 
the structure of such an automorphism of (M, d). 

We prefer to change the notation and work with a euclidean space 
(V, a). As usual, VIC) denotes the complexification of V and as in 
§ 5.6 (p. 113) we extend a to a bilinear form a' on V(C). If c=a+ib, we 
shall write c = a - ib and of course use the bar over scalars to denote com­
plex conjugation. We observe that u'(c, c) = uta, a) + u(b, b) and thus 
u'(c, c»O for all c,=O. (Cf. § 6.5, p. 146.) 

Let f be an automorphism of (V, u): so f is a one-one linear mapping 
of V onto V such that 

u(aJ, bf) = uta, b) 
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for all a, bin V. We extend f to V(c) by the rule 

(a+ib)f = af+i(bf) 

and leave the reader to check that the-extended f is an automorphism 
of the bilinear space (V(C)' a'). 

LEMMA 4. Every eigenvalue of f is of the form eiB for some real () 
satisfying - TT < () ~ TT. 

PROOF. Let c=a+ib be an eigenvector off with given eigenvalue x: 
cf = xc. Then cf = xc and hence 

a' (cf, cf) = a' (xc, xc) = xxa' (c, c) ; 

while 
a'(cf, cf) = a'(c, c) 

because f preserves a'. Since c # 0, a' (c, c) > 0 and hence xx = 1. Thus 
x = ei8 for some real number () which may be chosen to satisfy - TT < () ~ TT. 

LEMMA 5. To each eigenvector c of f with non-real eigenvalue ei8 there 
corresponds a two-dimensional subspace T of V such that Tf = T and a 
cartesian basis (u, v) of (T, aT) such that 

(
COS () 

(j; (u, v» = sin () 
- sin ()). 

cos () 

PROOF. Let c=a+ib. Then 

a'(c, c)=a'(cf, cf) = e218a'(c, c) 

and therefore a'(c, c) = 0 because e218 # 1 (as eiB is not real). But 

a'(c, c) = a(a, a)-a(b, b)+2ia(a, b) 
whence 

a(a, a) = a(b, b) 
and 

a(a, b) = o. 
From this last equation it follows that a and b are linearly indepen­

dent. Now if u=ra, v=rb where r2a(a, a)= 1, and T is the subspace 
spanned by u, v, then (u, v) is a cartesian basis of (T, aT). Finally, 

(rc)f = eiB(rc) 
gives 

uf + i(vf) = (cos () + i sin ()(u + iv) 
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which shows that Tf= T and yields the required matrix off with respect 
to (u, v). 

LEMMA 6. If Mf=M, then (M1.)f=M1.. 

PROOF. For any a in M and b in M1. we have af-l EM and so 

a(a, bf) = a(af-l, b) = o. 
Thus (M 1.)f eM 1. and equality follows because f is one-one. 

THEOREM 3. Let f be an automorphism of the euclidean space (V, a). 
Then there exists a cartesian basis of (V, a) with respect to which f has 
matrix 

where 

Ar 

A _ (COS Ok 
k - sin Ok 

(0< lOki <7T)for k= 1, ... , r. The integers r, s, t and also the real num­
bers lOll, ... , IOrl (not necessarily distinct) are invariants off. 

PROOF. Let c be an eigenvector of f with eigenvalue ei8 • If ei8 is 
real then we set M = [c]. If ei8 is not real then we set M = T as in 
Lemma 5. In either case V = M EB M1. (by Proposition 5 of Chapter 
V, p. 96~ and MI=M, M1.I=M1. (by Lemma 6). The existence of a 
cartesian basis as required for our theorem now follows by induction 
on dim V. 

We recall from p. 135 the definition of the eigenspace Ex as Ker (I - xl). 
It is clear that s = dim Eland t = dim E -1 so that sand t are invariants 
of f. If 1 now denotes the extended automorphism of V(c) and ei8 is a 
non-real eigenvalue of 1 then 101 occurs among 1011, ... , IOrl and is re­
peated exactly m times where m is the dimension over C of the eigen­
space Eel. in V(C). 

Let 1 be an arbitrary linear mapping of V into V and A the matrix 
of 1 with respect to a cartesian basis (a1 , .• . , an) of (V, a). Then 1 
satisfies the condition 

a(al, bf) = a(a, b} 
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for all a, b in V (and hence is one-one) if, and only if, 

A At = In 

i.e., if, and only if, A is ortlwgonal. (Cf. exercise 2 of § 4.4, p. 79.) 
Theorem 3 therefore yields the following 
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COROLLARY. If A is an ortlwgonal matrix, then there exists another orth­
ogonal matrix P such that P - 1 A P is of the form displayed in Theorem 3. 

PROOF. Let f be the automorphism of (V, a) whose matrix with 
respect to the cartesian basis (a1 , ... , an) is A. By Theorem 3 there 
exists a cartesian basis (b 1 , ••• , bn ) such that B = (f; (bj )) has the re­
quired form. Then B=P-1A P where P=(Iv; (a j ), (b j )). 

Let us now consider the special case of Theorem 3 when dim V = 2. 
Here we have two possibilities: 

(i) the matrix off is 

where -1T< 0:::;1T; or 
(ii) the matrix off is 

(
COS 0 
sin 0 

-sin 0) 
cos 0 

where X= + 1, y= -lor X= -1, y= + 1. 
In case (i), if we take any non-zero vector a and calculate the angle cp 

between a and af, we find 
a(a, af) 

cos cp = ( ) = cos O. a a, a 
Since cp E [0, 1T] by definition, 

cp=O if O~O 
cp = - 0 if 0 < O. 

In any event, the angle between any non-zero vector and its image is 
constant. We call f a rotation through the angle O. Note that the auto­
morphisms Iv and - Iv are included as rotations (when 0 equals 0 and 
1T, respectively). In case (ii) fis said to be a reflexion ("in the X-axis" 
if Y= -1, "in the Y-axis" if X= -1). 

These considerations suggest the following 

DEFINITION. Let f be an automorphism of the euclidean space 
( V, a). If E _ l' the eigenspace corresponding to - 1, has even dimen­
sion we call f a rotation; while if E -1 has odd dimension we say f is a 
reflexion. 
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Let us assume for the moment an elementary knowledge of deter­
minants. Theorem 3 shows that det j, the determinant of j, is + 1 or 
- 1 according as dim E -1 is even or odd. Thus j is a rotation if, and 
only if, det j = + 1. 

Consider now the set of all automorphisms of (V, a). This is ob­
viously a subgroup (with respect to multiplication) of Aut V. It will 
be denoted by Aut(V, a) and is called the orthogonal group on (V, a). 

The mapping j -* detj of Aut( V, a) into R* (actually onto { + 1, - I}) 
is a homomorphism of groups. The kernel is precisely the set of all 
rotations and this is therefore a subgroup, called the rotation group on 
(V, a). We say that two cartesian bases (aj ), (b j ) of (V, a) have the 
same orientation if the euclidean automorphism a j -* bi , for all i, is a 
rotation. In view of the fact that the rotations form a group, this 
defines an equivalence relation on the set of all cartesian bases of (V, a). 
There are, of course, just two equivalence classes. We orient (V, a) by 
assigning to the space one of these two classes. 

Suppose we now form the similarity class of distances D = (d) and 
look at the set of all j in Aut V that preserve D (in the natural sense 
that to every d in D there corresponds d' in D such that d(aj, bj) = 
d'(a, b) for all a, b in V). This set is easily seen to be a subgroup of 
Aut V and will be written Aut( V, D). 

Our definition of similarity euclidean isomorphism and Proposition 6 
of Chapter III, p. 61, immediately show that Aut d(V, D), the group 
of all similarity euclidean automorphisms of d(V, D), is the split 
product of (G, T), where T is the group of all translations and G is iso­
morphic to Aut( V, D). 

Ifj E Aut (V, D) and dE D, then 

d(aj, bj) = r d(a, b) 

for some uniquely determined positive real number r. This shows 
that (IJr)j E Aut( V, d) and thus Aut( V, D) is the split product of 
(Aut( V, d),P), where P is the group of all linear automorphisms rl with 
r a positive real number. 

Finally we propose to describe the automorphism group of a simi­
larity euclidean geometry in projective geometrical terms. We shall 
use the following 

DEFINITION. If 9( V) is a projective geometry over an arbitrary 
field, ~ (a) is a polarity of 9( V) and 9(j) is a collineation such that 

~(a)9(j) = 9(j)~(a) 

then 9(j) is said to preserve ~(a). 
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LEMMA 7. Let..i be a definite polarity of the real projective geometry 
[jlJ(H) and let D be the corresponding distance class on H. Then a collin­
eation [jlJ(y) of [jlJ(H) preserves ..1 if, and only if, g preserves D. 

PROOF. We recall the notation ag introduced on p. 89. We also 
use the notation dg in the same way and denote by Dg the set of all dg 

for d in D. 
If M is any subspace of H, then M J.(O") is the set of all vectors b such 

that afI(M, b) = o. Hence MJ.(O'·)g is the set of all vectors bg such that 
a(Mg, bg) = o. This means that· MJ.(O'·)g = (Mg)J.(O'). We thus have the 
general formula 

..1 (afI)[jlJ(g) = [jlJ(g)..i (a). 

We conclude that [jlJ(g) preserves ..i(a) if, and only if, ..1(0'1)= ..i(a). 
This in turn is equivalent to Dg = D, as required. 

PROPOSITION 5. Let (A, ..i) be the similarity euclidean geometry in 
[jlJ( V) determined by H and the definite polarity ..1 of [jlJ(H). Denote by 
(Pr [jlJ( V)) H.J. the subgroup of the projective group Pr [jlJ( V) whose elements 
restrict to collineations of [jlJ(H) preserving..i. Then the isomorphism 
of (Pr [jlJ(V))H onto Af A (defined in Theorem 7 of Chapter III, p. 61) 
restricts to an isomorphism of (Pr [jlJ(V))H.J. onto Aut(A, lJ. 

PROOF. Let [jlJ(f) be an element of (Pr [jlJ( V)) H and let g be the restric­
tion of f to H. By Lemma 7, [jlJ(g) preserves ..1 if, and only if, g pre­
serves D. By our definition of the distance class D on A this means 
precisely that the restriction of [jlJ(f) to A is an automorphism of (A, D). 

EXERCISES 

1. Show that + 1 is always an eigenvalue of a rotation in an odd dimensional 
euclidean space. 

2. If Land L' are two non-parallel lines in a euclidean plane d(V, d) show 
that there are exactly four automorphisms which leave the point L n L' 
fixed and take L onto L'. 

Show that two of the underlying automorphisms of the euclidean space 
(V, d) are rotations and compare their angles. 

3. Exhibit a homomorphism of the additive group R onto the group of rota­
tions of a 2-dimensional euclidean space and identify the kernel of your 
homomorphism. 

4. Show that a reflexion of a 2-dimensional euclidean space has a line of 
fixed points. Show that a reflexion of a 3-dimensional euclidean space 
which has a fixed point other than the origin, must have a whole plane of 
fixed points. 
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6.5 Hilbert Spaces 

DEFINITION. If W is a (finite dimensional) complex vector space and 
a a positive definite (hermitian) form on W, then (W, a) is called a 
Hilbert space. 

Hilbert spaces arise naturally from euclidean spaces: for whenever 
(V, a) is a euclidean space and we construct the complexification aec) 

of a (cf. p. 124) then (Vec), aed is a Hilbert space. 
We have already used Hilbert spaces in the last two sections. For 

whenever we used the bilinear extension a' of a to Vec ) we could have 
employed aec) in a suitably modified, but essentially similar, argument. 
There is a precise connexion between a' and aec)' If v = a + ib, let us 
denote by v the vector a - ib. Then v -+ v is a semi-linear auto­
morphism of V ec ) and aedu, v) = a'(u, v) for all u, v in V(C)' If f is an 
automorphism of (V, a), then the natural extension off: 

(a+ib)f = af+ibf, 

is an automorphism of (Vec ), aec )) (cf. exercise 4 of § 5.8, p. 124). 
Let (W, a) be a Hilbert space. For a in W we may define Iiall (the 

length or norm of a) and d(a, b) (the distance from a to b) exactly as in 
a euclidean space. The rules D.I-D.6 all hold but, of course, in D.n 
we take x in C and interpret Ixl as + v' xx. Every mapping d satisfying 
D.I-D.6 arises in this way (cf. exercise 2 below). 

We have already remarked in § 5.8 (p. 123) that W possesses an 
ordered basis (aI' ... , an) with respect to which the matrix of a is In. 
As in the euclidean case, we call (aI' ... , an) a cartesian basis of (W, a). 
A linear automorphism f of W is an automorphism of (W, a) if, and 
only if, the matrix P of f with respect to a cartesian basis satisfies 
P pt=In. (Such a matrix is called unitary.) The set of all automor­
phisms of (W, a) forms the unitary group Aut(W, a). 

Both Theorems 1 and 3 have natural complex analogues. We state 
these explicitly. 

THEOREM IH. If a, T are hermitian forms on the complex vector space 
W and a is positive definite, then there exists a cartesian basis of (W, a) 
whose vectors are mutually orthogonal with respect to T. 

The proof proceeds as for Theorem 1 but here Proposition 3 makes 
Lemma 2 redundant. 

THEOREM 3H. If f is an automorphism of the Hilbert space (W, a), 
then there exists a cartesian basis all of whose vectors are eigenvectors of f. 
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Again the proof is (this time, considerably) simpler than that of the 
euclidean result: our theorem follows directly from Proposition 3 and 
the complex analogue of Lemma 6. 

The above definition of Hilbert space is one of the few in this book 
that does not generalize immediately to the infinite dimensional case. 
A basic property (automatically satisfied for finite dimensional Hilbert 
spaces) is that of completeness: if II am - an II ---+ 0 as m, n ---+ 00, then there 
exists a vector a such that II a - an II ---+ 0 as n ---+ 00. Infinite dimensional 
Hilbert spaces are of crucial importance in many branches of mathe­
matics and particularly in functional analysis. See for example [2], [8]. 

EXERCISES 

In thelollowing exercises (W, a) denotes a Hilbert space. 

I. Rewrite the proofs of Lemmas 2 and 4 using a(C) instead of a'. 

2. Prove that 

4a(a, b) = l!a+bI12-lla-bI12+illa-ibI12-illa+ibI12 
for all a, bin W. 

(If d is a mapping which satisfies the rules D.I-D.6 of § 6.1, p. 125 as 
modified on p. 146 ofthis section and if we write Iia-bil =d(a, b) then the 
above equation may be used to define a positive definite hermitian form a 
(cf. exercises 4, 5 of § 6.1).) 

3. Let T be a sesquilinear form on W with respect to complex conjugation. 
Show that the equation 

a(al, b) = T(a, b) for all a, b in W 

defines a linear mapping I of W into W. Deduce that there exists a 
cartesian basis of (W, a) with respect to which T has a triangular matrix. 

4. If/, g are linear mappings of W into W such thatfg=gl, show that there 
exists a cartesian basis of (W, a) with respect to which the matrices of I 
and g are both triangular. (Cf. exercise 3 of § 6.3.) 

5. Let I be a linear mapping of W into W. Show that the equation 

a(af*, b) = a(a, b/) 

for a, b varying in W, defines a linear mapping f* of W into W. Verify 
also that 

(i) f** = I; 
(ii) (f+g)* = f*+g*; 

(iii) (fg)* = g*f*; 
(iv) (xf)* = xf*; 
(v) (f-xl)* = f*-xl. 

6. Let the linear mapping I of W into W satisfy I f* = f*1 (in the notation of 
the previous exercise). We call such an I a normal mapping on W. 
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Prove 
(i) Ilwfll = Ilwf*11 for all w in W; 
(ii) if w is an eigenvector off with eigenvalue x, then w is an eigenvector 

off* with eigenvalue x; 
(iii) if[w]f c [w] then [w].lf c [w].l. 
Deduce the following 
THEOREM. If f is a normal mapping on the Hilbert space (W, a) then 

there exists a cartesian basis all of whose vectors are eigenvectors of j. 

Observe that f is a-symmetric if, and only if, f* = f and f is an automor­
phism of (W, a) if, and only if, f f* = 1. These mappings are often referred 
to in the literature as hermitian and unitary mappings, respectively, and 
are special cases of normal mappings. The reader should compare the 
above result with Proposition 4, p. 136 (from which we deduced Theorem 1) 
and Theorem 3R, p. 146. 



CHAPTER VII 

Modules 

7.1 Rings and Modules 

In Chapter IV we encountered the problem of finding the similarity 
classes of square matrices. An illuminating way of dealing with this 
problem is in terms of modules. These arise when we reconsider the 
notion of vector space by allowing the "scalars" to lie in a set having a 
more general algebraic structure than that of a field. 

DEFINITION. Let R be a set together with rules of addition and 
multiplication that associate to any two elements x, y in R a sum x + y 
and a product xy, both in R. Then R is called a ring if the following 
axioms are satisfied: 

R.I. R is a commutative group with respect to addition; 
R.2. (xy)z = x(yz) for all x, y, z in R; 
R.3. x(y+z) = xy+xz and 

(x+y)z = xz+yz, for all x, y, z in R. 

The ring R is commutative if 

R.4. xy = yx for all x, y in R. 
A subset of R that is itself a ring (with respect to the same rules of 

addition and multiplication as R) is called a subring of R. 
If R contains an element I i= 0 such that 

x I = Ix = x for all x in R, 

then I is necessarily the only element with this property. We call 1 
the identity element of R. 

Obviously, every field F is a ring. So are Z and F[X] and it is with 
these that we shall be primarily concerned. All our rings will therefore 
be commutative and possess an identity element. (Note, however, that 
2( V, V) is an example of a ring that is commutative if, and only if, 
dim V = I; and that the subring mZ, of all integers divisible by m, has 
an identity if, and only if, m = ± 1.) 
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The definition (given on p. 5) of a vector space may now be re­
peated word for word but using a commutative ring R with identity 
instead of the field F. We write this out for convenience. 

DEFINITION. Let R be a given commutative ring with identity and 
M a set together with rules of addition and multiplication which asso­
ciate to any two elements a, b in M a sum a+b in M, and to any two 
elements x in R, a in M a product xa in M. Then M is called a module 
over the ring R or an R-module if the following axioms hold: 

M.1. M is a commutative group with respect to addition; 
M.2. x(a+b) = xa+xb, 
M.3. (x+y)a = xa+ya, 
MA. (xy)a = x(ya), 
M.5. 1a = a where 1 is the identity element of R, 

for all x, yin R and all a, b in M. 

The following are examples of modules: 

1. If R is a field, then an R-module is the same as a vector space 
over R. 

2. If A is a commutative group with respect to addition, we may 
define na for any n -1= 0 in Z and a in A by the rule 

na = e(a+··· +a) 
'-----v----' 

Inl 

where e= ± 1 according as n= ± Inl. If we also set Oa=O, then A is 
a Z-module. Hence every commutative group may be regarded as a Z­
module. 

3. Let R be a subring ofthe commutative ring S and let 1 be an iden­
tity element for both Rand S. Then S is an R-module if we define the 
product of the module element a in S by x in R to be xa, their product 
as elements of the ring S. (Of. example 2, p. 5.) In particular, R 
is a module over R. 

4. Let R be a commutative ring with identity and denote by Rn the 
set of all n-tuples (aI' ... , an) where a j E R for i = 1, ... , n. If we de­
fine addition and multiplication by "scalars" term by term (as for the 
vector space Fn on p. 5), then Rn is a module over R. 

5. (The crucial example for the similarity problem.) Let V be a 
vector space over a field F and f a linear mapping of V into V. If 

p(X) = COxn+CIxn-I+ ... +cn 

is an arbitrary element of F[ X] we may form 

p(f) = cor+cdn - I + ... +cn 1v, 
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which is an element of the linear algebra Z(V, V). The following 
simple rules are satisfied: 

If p(X)+q(X) = r(X), then p(/)+q(j) = r(/); 
if p(X)q(X) = 8(X), then p(j)q(/) = 8(/). 

(1) 
(2) 

The first rule is immediate and the second is true because the powers 
of/ commute with the elements of F. These rules may be summarized 
by saying that the mapping p(X) __ p(j) is a homomorphism of the 
linear algebra F[X] into the linear algebra Z(V, V). 

We define a product p(X) a for any a in V by the rule 

p(X) a = a p(j). 

Rules (1), (2) above now show that the additive group V with this 
multiplication is a module over F[X]. We shall write this module as 
V f to distinguish it from the vector space V. (In checking axiom M.4 
we need the commutativity of F[X]. We could equally well write 
a p(X) for p(X) a, but prefer to maintain our convention of writing 
"scalars" on the left and linear mappings on the right.) 

One essential way in which an R-module may differ from a vector 
space is as follows. If xa = 0 (x E R, a E M) and x 1= 0, then we may not 
be able to deduce that a is zero. For example F p is a Z-module in 
which pI =0. 

For a less trivial illustration we return to the situation of example 5. 
Since .9'(V, V) has finite dimension over F, there is a smallest positive 
integer r such that r is linearly dependent on r -1, r -2, ... , Iv: say 

r = cdr - 1 + ... + cr l v· 
If we put 

m(X) = xr _c1xr-1- ... -Cr 

then m(j) = O. Thus m(X) a = a m(j) = 0 for all a in V. Similarly, if 
a is a given non-zero vector in V, there is a smallest positive integer 8 

such that ap is linearly dependent on ap -1, ... , a: say 

ap = d1ap-1 + ... + dBa. 
If we put 

ma(X) = XS-d1xs-1_ ... -ds 

then a ma(j) = O. Thus ma(X) a = a ma(j) = O. The polynomial m(X) 
is called the minimum polynomial off; and ma(X) is called the minimum 
polynomial of / at a. 

DEFINITION. Let S be a subset of the R-module M. The set a(S) 
of all x in R such that xS = 0 is called the annihilator of S. 
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If S={a}, we write a(a) for a(S) and call this the annihilator of a. 
If a(a) #- 0 we call a a torsion element. If every element in M is a torsion 
element we say M is a torsion module. If 0 is the only torsion element, 
M is said to be torsion-free. 

Our remarks above have shown that m(X) belongs to the annihilator 
a( V f) and that V f is a torsion module. On the other hand, every 
vector space is torsion-free; so is the module F[x]n, where F is a field 
(cf. example 4). 

In order to examine annihilators in more detail we need a further 
notion. 

DEFINITION. Let R be a commutative ring. A subgroup a of the 
additive group R is called an ideal of R if rx E a whenever r E Rand 
x E a. 

It follows at once from the definitions that the annihilator a(S) is an 
ideal of the ring R. Note also that {O} and R are ideals of R. 

If x is any fixed element of R then the set Rx of all rx for r in R is 
clearly an ideal of R. Such an ideal is called principal. In particular 
R is a principal ideal provided R has an identity element. 

PROPOSITION 1. If R is a commutative ring with identity then R is a 
field if, and only if, {O} and R are the only ideals of R. 

PROOF. Suppose that R is a field and that x is a non-zero element in 
an ideal a of R. For any r in R the element r X-IX = r is in a and so 
a=R. 

Conversely, take any x#-O in R and consider the principal ideal Rx. 
Since x = Ix E Rx, Rx #- {O} and so by hypothesis Rx = R. Thus yx = 1 
for some y in R, i.e., x has an inverse. It now follows easily that the 
non-zero elements in R form a group with respect to multiplication 
and hence R is a field. 

PROPOSITION 2. Every ideal of Z or F[X] is principal. 

PROOF. Let a be a non-zero ideal of F[X] andp any non-zero element 
in a of smallest degree. Any q in a can be written in the form 

q = up+v, 

where degree v < degree p. Since up E a, v E a and so v = 0 by our 
choice of p. Hence a= F[X] p. 

The proof for Z is similar but uses absolute values instead of degrees. 

In view of the proof of Proposition 2 we see that the annihilator 
a( Vf) is simply the set of all multiples of the minimum polynomial m(X), 
i.e., the principal ideal F[X] m(X); and also that a(a) = F[X] ma(X). 
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EXERCISES 

1. Let V be the vector space F2 and f the linear mapping of V into V whose 
matrix with respect to the standard basis is 

(~ !). 
Ifa1 =(I, 0), a2 =(0, 1), a3 =(2, -1), a4=(I, 2) find ma,(X) for i=l, 2, 3, 4 
and also m(X). 

2. Show that ma(X) divides m(X) for all a in V. Hence show that if x is an 
eigenvalue of f, then m(x) =0. 

3. Show that all the subrings of Z are ideals of Z. 

4. If A is a commutative group and a is an element of finite order k, prove that 
Zk=o(a), where A is viewed as a Z-module. 

If o(A)=Zt and A is finite of order 8, prove that t divides 8. (One 
calls t the exponent of A.) 

7.2 Suhmodules and Homomorphisms 

We define a sub module in exactly the same way as a subspace and 
now assert: the whole of § 1.3 (p. 6) remains true for modules over a ring. 

A module that can be generated by a finite number of its elements is 
said to be finitely generated. If it can be generated by a single element 
it is called cyclic. 

If we regard a commutative group A as a Z-module then the sub­
modules of A are just the subgroups of A. If R is a commutative ring 
with identity and R is regarded as an R-module (cf. example 3 above), 
then the sub modules of R are the ideals of R. In particular, the cyclic 
sub module of R generated by the element x is the principal ideal Rx. 
In accordance with the notation introduced in § 1.3 we write [x] = Rx. 

It is easy to characterize the submodules of V,. If M is a submodule, 
then M must be a subspace of V (because Fe F[X]) and Mf eM (be­
cause vf=Xv). But conversely, any subspace M such that Mf eM is 
clearly a submodule of V,. The submodules of V, are usually called 
the invariant subspaces off or the f-invariant subspaces. Observe that 
an invariant subspace of dimension 1 is generated by an eigenvector of 
f. If 8 is a subset of V then we shall write the sub module of V, genera­
ted by 8 as [8], (to distinguish it from the subspace [8] spanned by 8). 

PROPOSITION 3. If M = [a] is a cyclic F[X]-module whose annihilator 
o(M) is generated by the non-zero polynomial p(X) of degree s, then M is a 
vector space over F of dimension s. 
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PROOF. The "vectors" a, Xa, ... , Xs-la are linearly independent 
over F (by the definition of p(X)) and the vectors XSa, Xs+ la, ... are in 
turn seen to be linearly dependent on them. Thus a, Xa, ... , Xs-la 
form a basis of Mover F. 

In particular we see that [a]f is a subspace of V of dimension equal 
to the degree of ma(X). 

For any commutative ring R with identity we may define a homo­
morphism or R-homomorphism of one R-module into another in exactly 
the same way as a linear mapping (cf. p. 66). Isomorphisms, auto­
morphisms and the kernel of a homomorphism are all defined as before. 

If K is a submodule of a module M we may introduce the cosets of 
K and turn the set of all cosets MjK into an R-module just as was done 
for vector spaces (p. 67). Proposition 1 of § 4.1 remains true for 
modules. The interesting new feature is that this construction can be 
carried out when M = Rand K is an ideal of R. Then RjK is a cyclic 
module, generated by 1 +K, where 1 is the identity of R. We assert 
that every cyclic module arises in this way: 

PROPOSITION 4. If M is a cyclic R-module, then M is isomorphic to 
Rja(M). 

PROOF. Let M = [a] and consider the mapping 

f: x -+ xa 

of R onto M. Clearly f is an R-homomorphism and the kernel is a(a). 
Now a(a) = a(M) and hence the result follows from the module version 
of Proposition 1 of§4.1 (p. 67). 

The reader will easily see that Proposition 3 above can be deduced 
from this result. It also follows that a torsion-free cyclic R-module is 
isomorphic to R itself. 

DEFINITION. Iff, g E 2(V, V), we say f, g are similar if there exists 
a linear automorphism e of V such that g = e -1 f e. 

Observe that f, g are similar if, and only if, their matrices (with res­
pect to the same ordered basis) are similar (cf. p. 79). 

PROPOSITION 5. If f, g E 2( V, V), then Vf' Vg are isomorphic if, and 
only if, f, g are similar. 

PROOF. (i) If there is an F[X]-isomorphism e of Vf onto Vg , then e 
is a linear isomorphism of V onto V and also 

(p(X) v) e = p(X) (ve) 
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for all v in V and all p(X) in F[X]. In other words, 

(v p(f))e = (ve)p(g), 

for all v in V and all p(X) in F[X]. Hence 

p(g) = e-1p(f) e 

and in particular 
g = e-1j e. 

(ii) If g=e-1j e, where e is a linear automorphism of V, then 

gn = e-1jn e 

for all n ~ 0 and so 

p(g) = e-1p(j) e. 
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Hence, by reversing the argument in (i), we see that e is an isomorphism 
of V f onto Vg • 

EXERCISES 

1. Let R be a commutative ring with identity and suppose that xy=O always 
implies that at least one of x and y is O. (We call such a ring an integral 
domain: cf. also the end of § 7.3.) 

Prove that, if M is a finitely generated torsion module over R, then 
a(M);eO. 

2. Prove that M = Q/Z is a torsion module over Z but that a(M) = O. 
(This shows that finite generation is necessary in exercise 1.) 

3. If R is an integral domain (see exercise 1) and M is a module over R, 
prove that the set of all torsion elements in M forms a submodule. 

This result is false without the integral domain property: if R=Z/[6], 
show that (2, 0), (0,3) are torsion elements in R2 but that their sum is not 
a torsion element. 

7.3 Direct DecompositioDs 

Our aim is to determine completely the structure of finitely generated 
F[ X]-modules. 

THEOREM 1. Let F be a field and M a finitely generated F[ X]-module. 
Then M can be decomposed into a direct sum of cyclic submodules 

M = [ad ED· .. ED [ak]' 

where a(a1 ) C a(a2 ) C ... c a(ak) and a(ak);e F[ X]. 
The ideals a(ad, i = 1, ... , k, are uniquely determined by M. 

We remark that if M is the zero module then the theorem is trivially 
true (with k = 0). 
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DEFINITION. The ideals a(a j ), i = 1, ... , k, are called the invariant 
factors of M. The monic generators of these ideals are also frequently 
called the invariant factors of M. 

PROOF. We note that if bl , ... , bl generate M, then so do 

bl ,···, bl- l , bl+qjb j, 

where qj E F[ X] and 1:s; j:s; l- 1. Let k be the smallest number of 
elements needed to generate M. 

(a) Suppose first that we can find a set {b l , ... , bk } of generators 
among which no non-trivial relation holds: i.e., such that 

mlbl + ... +mkbk = 0 

implies m l = ... = mk = O. Then 

M = [b l ] EB· .. EB [b k ] 

and a(bi ) = 0 for each i. The first part of the theorem is now established. 
(b) Assume next that every system of k generators gives at least one 

non-trivial relation. Then there is one such system {b l , .•• , bk } for 
which a relation 

mlbl + ... +mkbk = 0 

holds with a non-zero coefficient mj of minimum degree. We may 
suppose that i = k. 

We prove first that 

mj is a multiple of m k for j = 1, ... , k-l. 

For if 
mj = qjmk+rj 

where degree rj < degree m k , then 

mlb1 + ... +rjbj + ... +mk(bk+qjbj) = 0, 

from which we deduce that rj = O. 
We contend also that 

if n 1 b1 + ... + nkbk = 0 then n k is a multiple of m k. 

For if 

(i) 

n k = qmk+r (ii) 

where degree r < degree m k , then by subtracting q times the first rela­
tion from the second we obtain 

(nl - q mdb1 + ... + r bk = 0, 

whence r=O. 
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If we define 

then (i) shows that 
(iii) 

If M' denotes the submodule of M generated by b1"", bk - 1 then 

(iv) 

This follows since the relation 

n1b1 + ... +nk- 1bk- 1 +nkak = 0 

implies that nk is a multiple of mk (by (ii)) and so nkak = 0 (by (iii)). 
The first part of our theorem may now be proved by induction on k. 

We can express M' as a direct sum 

[a1] EB ... EB [ak-d 

where a(a1) c ... c a(ak -1)' 
It only remains to prove that 

a(ak- 1) c a(ak). (v) 

We proved under (i) that if we have a relation between k generators 
involving mk as a coefficient, then all coefficients are divisible by mk • 

If now x E a(ak_1) then xak- 1 = 0 and so xak- 1 + mkak = o. Hence mk 
divides x. 

In order to prove the uniqueness part of the theorem we suppose that 
r of the ideals a(a j ) are zero (0 ~ r ~ k) and define 

M1 = [ad EB ... EB [ar], 
M2 = [ar + 1 ] EB ... EB [ak ]. 

We assert that M2 consists of all the torsion elements of M and thus is 
uniquely determined by M. For if a = PIal + ... + Pkak and if q a = 0 
where q is a non-zero element of F[X], then it follows from the direct 
decomposition that q PI = ... = q Pr = 0 and hence PI = ... = Pr = O. 
Therefore a E M 2 • 

Using the decomposition M =M1 EB M2 we can write any a in Min 
the form a = a1 + a2 where a1 E M 1 and a2 E M 2' The mapping a -+ a1 
is a homomorphism of M onto M1 with kernel M2 and so MjM2 is iso­
morphic to MI' Thus M 1 is determined by M to within isomorphism. 
(Note that we have not shown that the submodule M1 is uniquely deter­
mined by M: cf. exercise 9 below.) 

The proof of the uniqueness of the invariant factors of M is now re­
duced to the special cases where M is either a torsion module or is 
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torsion-free. The former case is postponed till we prove Theorem 2. 
Let us therefore assume that 

where a(a j ) = 0 for each i. Our aim is to show that the integer k is 
uniquely determined by M. 

Distinct elements bl , ... , br of M are called linearly independent over 
F[ X] if every relation 

mlbl + ... +m.br = 0 (mj E F[X]) 

implies that each mj is zero. The mapping 

PIal + ... +Pkak ~ (PI'···' Pk) 

is an F[X]-isomorphism of M onto F[X]k and so preserves linear inde­
pendence over F[X]. Let F(X) denote the field of quotientsf(X)/g(X) 
where f(X), g(X) E F[X] and g(X) # o. Then the linear independence 
of elements of F[ X]k is equivalent to their linear independence as 
elements of the containing vector space F(X)k (for any common 
denominators can be mUltiplied out). It follows that k is the maximum 
number of linearly independent elements of Mover F[X] and as such 
is an invariant of M. 

PROPOSITION 6. Let M be a cyclic F[ X]-module whose annihilator 
a(M) is generated by the non-zero polynomial p. If PI' ... ,Pn are the 
distinct monic irreducible factors of p, then 

M = [ad EB ... EB [an]' 

where a(aj) is generated by a power of Pi (i = 1, ... , n). 

Let M =[a] and suppose that p=s t, where s, t are relatively prime. 
If b =t a, then a(b) =[s]: for q b = 0 implies q t E a(a) and so P divides 
q t, i.e., s divides q. Similarly, if c=s a, a(c) = [t]. 

Since sand t are relatively prime we have 

us+vt = 1 

for some u, v in F[X] (cf. exercise 3 below). This implies immediately 
that [a] =[b] +[c]. Further, since any element of[b] () [c] is annihilated 
by sand t, we must have [b] () [c] = 0 and so [a] = [b] EB [c]. The result 
now follows by induction on n (the number of distinct irreducible factors 
of pl. 

THEOREM 2. Let F be afield and M a finitely generated F[X]-module 
whose annihilator a(M) is generated by the non-zero polynomial m. If 
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PI' ... , Pt are the di8tinct monic irreducible factor8 of m, then M may be 
expre88ed as the direct 8um 

M = KI EB ... EB K t 

where K t i8 the 8ubmodule of all element8 in M annihilated by 80me power 
Ofpt· 

Each submodule K t may be expre88ed as a direct 8um 

Kt = [all] EB ... EB [atk.] 

where a(all } C a(at2 } C ... c a(atkJ 
The ideals a(alj} (i = 1, ... , t; j = 1, ... , kt) are uniquely determined 

byM. 

DEFINITION. The ideals a(alj} (or frequently also their monic gene­
rators) are called the elementary divi80r8 of M. 

We note as a consequence of the uniqueness of the elementary divi­
sors that the sub module [atj] cannot be decomposed further into the 
direct sum of proper submodules. Such a sub module is called inde­
composable. The decomposition of M corresponding to the elementary 
divisors is into as many cyclic summands as possible while the de­
composition corresponding to the invariant factors is into as few as 
possible. 

PROOF. By applying first Theorem 1 and then Proposition 6 we may 
decompose M into a direct sum of cyclic submodules each of which is 
annihilated by some power of an irreducible factor of m. The set Ki of 
all "vectors" annihilated by some power of Pt is therefore the direct 
sum of those cyclic sub modules that are annihilated by some power of 
Pt. We may number these submodules 

[all], ... , [aik.], 

where 

a(alj} = [Ptn'l] and ni1~nt2~'" ~ntk,. 

Since the sub modules K t are uniquely determined by M, it is suffi­
cient in proving the uniqueness of the elementary divisors to consider 
the case where m is a power of an irreducible polynomial, say of p. 
Then 

where 

a(a j ) = [pnl] and n 1 ~ n 2 ~ ... ~ n k. 

Thus a(M) = [pnl]. 
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We shall now argue by induction on n 1 . The mapping a --+ pa is an 
F[X]-homomorphism of Minto M. Let N be the kernel. Then 

k 

L qpjEN 
j=l 

if, and only if, qj is a multiple of pnj -1, for j = 1, ... ,k. Hence N is 
the direct sum of k cyclic submodules each of which has annihilator 
[p]. By Proposition 3 we see that 

dimFN = k (degree p) 

and so k is uniquely determined by M. Now pnl -1 generates a(pM) 
and so by the induction hypothesis, the integers 

n 1 - 1 2: n2 - 1 2: ... 2: nk , - 1 > 0 

are determined uniquely. Finally, the sequence 

n 1 2: n2 2: ... 2: nk , > n k , + 1 = ... = nk = 1 

is uniquely determined by M. 

The last part of Theorem 1 now follows since the invariant factor 
a(aj ) of Theorem 1 is generated by Ui Pin;}, where the product is taken 
over all i for which nif is defined. 

PROPOSITION 7. Two finitely generated modules over F[ X] are iso­
morphic if, and only if, they have the same invariant factors. 

Two finitely generated torsion modules over F[ X] are isomorphic if, 
and only if, they have the same elementary divisors. 

This result is an immediate consequence of Theorems 1 and 2 to­
gether with Proposition 4. 

Theorems 1 and 2 are also true for modules over Z and thus give the 
complete structure of finitely generated commutative groups. Our proofs 
go over word for word provided only that we use the absolute value of 
an integer instead of the degree of a polynomial and replace monic 
irreducible polynomials by positive prime numbers. 

The results of this section may be generalized as follows. Let R be 
a commutative ring with identity in which xy = 0 implies either x = 0 
or y = 0 (or both). Such a ring is called an integral domain. The con­
struction leading from the ring of integers Z to the field of rationals Q 
may be applied to R to yield a field, called the field of quotients of R. 
(For example, F(X) is the field of quotients of F[X].) An integral do­
main R in which every ideal is principal is called aprincipal ideal domain. 
We shall see in exercises 1 to 4 below that such a principal ideal domain 
is a unique factorization domain, i.e., any non-invertible element may be 
expressed as a product of irreducible factors and this factorization is 
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essentially unique. This fact allows us to replace F[ X] by R in the 
statement of Theorem 2 (where PI> ... , Pt are only determined to within 
invertible elements). Then Theorems 1 and 2 are true/or finitely genera­
ted modules over an arbitrary principal ideal domain. (Cf. exercises 7,8.) 

EXERCISES 

The ring R in Exercises 1-8 is assumed to be a principal ideal domain. 

1. Given an ascending chain of ideals of R 

show that their union Ua, is an ideal of R. Deduce that the chain 
terminates, i.e., there is an integer n such that 

an = an+r for all r ~ O. 

2. Given two non-zero elements y, z in R, we say that y divides z if there 
exists in R an element x such that z=xy, i.e., if Rzc. Ry. If y divides 1 
then y is said to be invertible. An element z is called irreducible ifit is not 
invertible and if z = xy implies that x or y is invertible. 

Prove that Rz = Ry if, and only if, z and yare related by an equation 
z=xy where x is invertible. Using this and exercise 1, show that any 
non-zero non-invertible element of R can be expressed as a product of a 
finite number of irreducible elements. 

3. Given s, t in R, show that [d]=[s]+[t] if, and only if, d satisfies the 
following two conditions: 

(i) d divides sand t; 
(ii) any element which divides sand t must also divide d. 
An element d satisfying (i) and (ii) is called a greatest common divisor of 

sand t. If d' is another greatest common divisor of sand t, then d' = ed 
where e is invertible. Moreover, d=us+vt for suitable u, v in R. 

4. Use exercise 3 to show that, if Pl'" Pr=ql'" q., where eachp, and each 
ql is irreducible, then r=s and, with a suitable renumbering of qv ... , q., 
PI = e,qi' where each e, is invertible. 

(Let R be any integral domain. We define invertible and irreducible 
elements as was done in exercise 2. If R is such that every non-zero, 
non-invertible element can be written as the product of a finite number 
of irreducible elements and if this expression is unique to within order 
and multiplication by invertible elements, then R is called a unique 
factorization domain. Exercises 2 and 4 together show that every 
principal ideal domain is a unique factorization domain.) 

5. We define the length of a non-zero element x in R as follows: if x is inver­
tible, x has length 0; if x = Pl ... Pr where each p, is irreducible, then x 
has length r. (This definition is unambiguous by exercise 4 and applies 
to every non-zero element of R by exercise 2.) 

Show that if y divides z and the lengths of y and z are equal, then z 
also divides y. 
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6. Let d =I 0 be a greatest common divisor of sand t and suppose d = us + vt 
(cf. exercise 3). Show that the inverse of the matrix 

--;/~) is ( tid 
-sid 

If an R-module M is generated by elements a and b where the relation 
sa + tb = 0 is satisfied, prove that M is also generated by a' = va - ub and 
b' = (sld)a+ (tld)b where the relation db' =0 is satisfied. 

7. In part (b) of the proof of Theorem 1 assume that 

mlbl + ... +mkbk = 0 

is a relation in which m k is a non-zero coefficient of minimum length (as 
defined in exercise 5 above). Use exercises 5 and 6 to adapt the proof 
of Theorem 1 to the case of an arbitrary principal ideal domain. 

8. State and prove the generalization of Theorem 2 to a finitely generated 
module over a principal ideal domain. 

9. Let B, C be commutative groups with respect to addition and let A 
be the set of all ordered pairs (b, e) where bE B, e E C. Define 

(b, e)+ (b', e') = (b+b', e+e') 

and show that A is a commutative group with respect to this addition. 
If B=Z, C=F2 and al = (1,0), a2 = (0, 1), al ' = (1, 1), show that 

A = [a l ] EB [a 2 ] and A = [a l '] EB [a2 ]. 

(This gives an example where the direct decomposition of Theorem 1 is 
not unique.) 

10. If F is a finite field, deduce from Theorem 2 that the additive group of F 
is of the form F p EB ... EB F p for some prime number p. Hence F has 
pk elements for some k. (Cf. exercise 8 of § 5.4.) 

11. Let F* denote the multiplicative group of the finite field F with q ele-
ments. Show that there is an integer m such that 

(i) xm = 1 for all x in F*, 
(ii) there is an element of F* of order m. 
Deduce that F* is cyclic and that every element of F is a root of the 

polynomial X" - X. 

12. (i) If F is a field containing Fp and E is the subset of all elements x that 
satisfy xpm = x, then E is a field and contains F p' 

(ii) If the field F has pk elements and m is a positive divisor of k, 
prove that there is one and only one field E with pm elements contained 
ill F. (Use (i) and exercise 11.) 

(iii) With F as in (ii), show that any field contained in F has pm 
elements where m divides k. 

(\Ve mention also that for every prime p and every positive integer k 
there does exist a field with pk elements and any two such fields are iso­
morphic. These facts (which are not difficult to prove: see, e.g., the last 
chapter of G. Birkhoff and S. MacLane: A Survey of Modern Algebra 
(Macmillan)) together with the results of exercises 10, 11 and 12 con­
stitute the whole elementary theory of finite fields.) 
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13. If G is a finite group of order PI n 1 ••• Ptn, where PI' ... ,Pt are distinct 
prime numbers, then a subgroup of G of order pjn, is called a Sylow Pi" 
subgroup of G. Show that a finite commutative group has exactly one 
Sylow p-subgroup for each prime P dividing its order, and that the group 
is the direct sum of its Sylow subgroups. 

14. Let f belong to .!l'( V, V) and let m(X) be the minimum polynomial of f. 
If c is a non-zero scalar, show that the minimum polynomial of cf is 
cTm(X/c), where r=degree m(X). 

If the elementary divisors of f are (X -Xj)nl1, i = 1, ... , t; j = 1, ... , kj , 

prove that the elementary divisors of cf are (X - CXj)nu with the same 
range of i and of j. 

7.4 Equivalence of Matrices over F[X] 

Theorem 1 shows that finitely generated torsion-free F[X]-modules 
have many of the properties of vector spaces. If E is such a module, 
then E can be written as a direct sum of, say, n cyclic submodules, each 
isomorphic to F[X]. The number n is an invariant of E, called the 
rank of E. It plays a role very similar to the dimension in vector space 
theory. Every minimal set of generators {VI' ... , vn} is a maximal 
linearly independent set (but not conversely!) and E=[vl ] EEl···EEl [vn]. 

For obvious reasons we shall call {VI' ... , vn} a basis of E. Given any 
F[X]-module M and any mapping g of {VI' ... , vn} into M, then g can 
be uniquely extended to an F[X]-homomorphism of E into M, viz. 

PIVI + ... +Pnvn -+ Pl(Vlg) + ... +Pn(vng)· 

We may now assert that the whole of § 4.3 applies unchanged to 
finitely generated torsion-free F[X]-modules. So does the first part of 
§ 4.4, including Proposition 4. But Theorem 2 fails and it is now our 
intention to find a substitute for this in the present theory. 

Let g be a homomorphism of the torsion free F[X]-module E of rank 
m into the torsion-free F[X]-module E' of rank n. Suppose there 
exist ordered bases (ej ), (e/) of E, E' so that 

(g; (e j ), (e/)) = (~ ~), 

where D is the diagonal matrix 
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and (i) d j divides d j + l , i= 1, ... , t-l, (ii) ddO. Thus dle/, ... , dtet' 
generate the image Eg. If dl , ... , ds are (non-zero) constants but 
dS + 1 has degree ~ 1, then 

and 

[d s + l ] :::> •.• :::> [d t] :::> 0 = ... = 0 
'-----v----' 

n-t 

are the invariant factors of E'IEg. But these are independent of (e j ), 

(e/). We conclude that all matrices of the above form that represent g 
must give the same chain of ideals in F[X]; and so the elements dj(X) 
are determined by g to within non-zero constant multiples. 

Now we ask: does g always have a matrix of this form and if so how 
can it be calculated? The answer is essentially contained in our 
proof of Theorem 1. 

Let (v;), (v/) be any ordered bases of E, E', respectively, and suppose 

(g; (v;), (v/)) = O. 

We restrict attention to the ordered bases of E that can be constructed 
from (Vj) by moves of the following two types: 

(i) an interchange of two generators; 
(ii) the addition of a multiple of one generator to another. 

Let us call a move of either type an elementary move. Similarly, we 
only allow ordered bases of E' that are obtainable from (v/) by elemen­
tary moves. Observe that an elementary move on (Vi) changes 0 by 
either an interchange of two rows or the addition of a multiple of one 
row to another. An elementary move on (v/) changes the columns of 
o in a similar manner. 

Now bj=v/ +Eg, j= 1, ... , n, generate E'IEg and the rows of 0 are 
the coefficients in m relations satisfied by bl , ... , bn- This is the link 
with Theorem 1. 

We may obviously assume that g =1= o. Among all the allowed 
ordered bases of E and E' choose a pair (uj ), (u/) so that the corres­
ponding matrix of g has a non-zero term, say d l , of minimum degree. 
"Tithout loss of generality, d l can be taken in the (1, 1) position. Then 
the argument under (b) in the proof of Theorem 1 shows that every term 
in the first row and first column is divisible by d l and hence, by further 
elementary moves, we obtain a matrix in which dl is the only non-zero 
term in the first row and first column. An induction on n now yields 
a matrix for g of the required form. 

Summing up, we have proved the following result. 
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PROPOSITION 8. Let (Vj), (v/) be ordered base8 of the tor8ion-free F[X]­
module8 E, E' of rank8 m, n, re8pectively. If g i8 a homomorphism of E 
into E', then there exi8t ordered base8 (ej), (e/) obtained from (Vj), (v/), 
re8pectively, by elementary move8 and 8uch that 

(g; (ej), (e/)) = (~ ~) 
where D i8 the diagonal matrix 

(0 OJ 
and 

(i) d j divide8 dl+ 1 ' i= I, ... , t-I, 
(ii) dd O. 
Moreover, if 8 i8 the large8t index i for which [dj ] = F[ X] then 

[ds+d ~ ... ~ [dt ] ~ 0 = ... = 0 
~ 

n-t 
are the invariant factor8 of E' / Eg. 

Proposition 8 solves the equivalence problem for matrices with co­
efficients in F[X] (cf. § 4.4). In the next section we shall use this to 
solve the similarity problem for matrices over F. 

Proposition 8 remains true when F[ X] is replaced by Z: cf. the 
penultimate paragraph of § 7.3. 

EXERCISES 

1. Let (Cl> .•. , cl ) be an ordered set of generators of an F[X]-module M. 
Prove that there exists an ordered set of generators (a l , ••• , al), obtain­
able from (c l , ... , cl ) by elementary moves (Le., moves that consist of 
either an interchange of two generators or the addition of a multiple of 
one generator to another) and such that 

M = [all EB···EB [all, 
where a(al ) C •.. c n(al ). 

(Reexamine the decomposition part of the proof of Theorem 1. If 
l>k, we obtain a(ak + l )=··· =a(al)=F[X] and thus ak + l =··· =al=O.) 

2. Let E be a torsion-free F[ Xl-module of rank nand 8 a submodule. Given 
an ordered basis (VI) of E, prove (by using exercise I) that there exists an 
ordered basis (el ), obtainable from (Vi) by elementary moves, such that 

8 = [dlel ] EB ... EB [d"e,,], 
where d l , •.. , d" lie in F[X] and di+l divides d l for i=I, ... , n-1. 

Thus 8 is finitely generated and its rank is at most n. 
3. Let E and 8 be as in exercise 2. Prove that 

(i) 8 has rank n if, and only if, EI8 is a torsion module; 
(ii) there exists a submodule T so that E =8 EB T if, and only if, E 18 

is torsion-free. 
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4. If S is the subgroup of Z' generated by the elements (11, -10, -4, -7), 
(3, -4,2,5), (3, -4, -4, -7) show that Z'/S is isomorphic to 

Z EEl Z/[6] EEl Z/[2]. 

7.5 Similarity of Matrices over F 

Letfbe a linear mapping of the vector space V into V. We shall use 
the direct decompositions of V f given by Theorems 1 and 2 to find 
bases of V for which the matrices off are as simple as possible. 

The invariant factors and the elementary divisors of V f are usually 
called the invariant factors and elementary divisors of j. 

LEMMA 1. If V f is a cyclic module with generator a, say, then V has 
an ordered basis with respect to which f has matrix 

B~C~ltJ' 
where ma(X) = XS-d1xs-l_ ... -ds' 

PROOF. Take the ordered basis (a, af, ... , afS-l) of Proposition 3. 

THEOREM 3. V has an ordered basis with respect to whichf has matrix 

where each B j is of the form B of Lemma 1. 

The matrix of Theorem 3 is often called a rational canonical matrix of 
j. The result is a consequence of the decomposition of Theorem 1. 

If we suppose that the minimum polynomial m(X) can be factorized 
in F[ X] into linear factors, then a simpler matrix can be chosen for j. 
(This will be true-for all f-when F = C.) 

LEMMA 2. If V f is a cyclic module [a]" where ma(X)=(X _x)n, then 
there is an ordered basis of V for which f has matrix 
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PROOF. It follows from the definition of the polynomial ma(X) that 
a, (X - x)a, ... , (X - x)n -la are linearly independent. Writing now 
vj=(X-x)j-1a, i=l, ... ,n, we have 

(X -x)Vj = Vl+ 1' i = I, ... , n-l, 

and 

(X -x)vn = O. 

Thus 

i.e., 

Theorem 2 and Lemma 2 now give immediately 

THEOREM 4. If the minimum polynomial of f is 

(X - X1)Sl •.. (X - xt)S, 

then an ordered basis of V may be chosen with respect to which f has matrix 

where, for each i, Aj is a square matrix 

and, for each j, eli is the njj x n li matrix 

The matrix off given in Theorem 4 is called a Jordan (or classical) can­
onical matrix off. Note that we have used the notation of Theorem 2: 
thus the elementary divisors of fare 

(X-Xj)ntf, i=l, ... , t;j=l, ... , kj • 
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Let A=(ajj ) be an arbitrary matrix in Fnxn. Then for any vector 
space V of dimension n over F and any ordered basis (VI' ... , vn ) of V, 
A determines (as usual) the linear mapping f by the equations 

n 

vd = 2: ajjvj, i = 1, ... , n. 
j=l 

Any two modules V, obtained in this way from A are isomorphic 
(Proposition 5, p. 154). We may therefore define the minimum poly­
nomial, the invariant factors and the elementary divisors of the matrix A 
relative to F to be those off. (Cf. exercise 3.) 

It follows from Proposition 7 that two square matrices have the 
same invariant factors (or the same elementary divisors) if, and only if, 
they are similar. In the special case F = C, every square matrix is 
similar to a Jordan canonical matrix. 

There remains the problem of how to calculate the invariant factors 
(or elementary divisors) of a given matrix or linear mapping. 

Suppose (VI' ... , vn) is an ordered basis of V and (f; (Vi), (Vj)) = (aij). 
Then 

is a module homomorphism of F[x]n onto V, with kernel S, say. 
Write E = F[ x]n and let ej be the n-tuple all of whose terms are 0 except 
the i-term, which is 1. Then (e l , ... , en) is the "standard basis" of E. 
If 

n 

Yi = Xe j - 2: ajje j , i = 1, ... , n, 
j=l 

and S' is the submodule generated by Yl' ... , Yn' then clearly S' c S. 
Moreover, the subspace W of EjS' spanned by el +S', ... , en +S' 
satisfies XW c Wand hence is a submodule. But el +S', ... , en +S' 
generate E/S' as F[X]-module and so W =E/S'. Thus every element 
e of E can be written in the form 

e = 2: Xjei+Y, 

where YES' and Xl> ... , Xn E F. The image of e in V is L XjVj, which 
is zero if, and only if, Xl = ... = Xn = o. Hence S' =S. We now have 

PROPOSITION 9. If (f; (Vi), (Vj)) =A and S is the submodule of F[x]n 
generated by the rows of the matrix XIn-A, then the modules F[XnS 
and V f are isomorphic. 

This result, together with Proposition 8 gives an explicit method of 
calculating the invariant factors off (or A). 
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We conclude this section with a result needed at the end of § 7.6. If 
f E 2( V, V), we define a linear mappingj! of V* into V* (the transpose of 
f) by the equation 

v(cpj!) = (vf)cp, 

where cp E V* and v E V. (This is a special case of a situation studied 
in exercise 7, § 4.6, p. 83.) 

PROPOSITION 10. Vf is isomorphic to (V*)J" 

PROOF. Let Vf=[a1]f EEl ... EEl [ak]f be the decomposition accord­
ing to Theorem 1 and write M f = [atJf. If 

N f = n(M/:j#i), 
then 

(ml + ... +mk)(vl + ... +Vk) = m1vl + ... +mkvk 

(where mj EMf' vf E Nt) and therefore the subspace of V* spanned by 
the Nt's is their direct sum. But dim Nt = dim M j for all i and thus 
V* = N 1 EEl ... EEl N k' By the definition of j! and because all M j are 

f-invariant, all N j are j!-invariant. Thus 

(V*)f' = (N1)J' EEl ... EEl (Nk)J' 

and we show that this is the invariant factor decomposition of (V*)f" 
If v E Nt, then v = 0 if, and only if, Mfv = O. Hence p E a(Nf ) if, and 

only if, Mf(pV)=O for all v in N j , i.e., if, and only if, (pMf)V=O for all v 
in N j , i.e., if, and only if, pMf = O. Thus a(Nf) = a(Mf). Finally, since 
M f is a cyclic F[X]-module and dim M j = dim N f , it follows that N f is 
also cyclic (Proposition 3). 

Thus we see that Vf and (V*)f' have the same invariant factors and 
hence, by Proposition 7, they are isomorphic. 

EXERCISES 

1. Let (VI' ••• , vn ) be an ordered basis of the vector space V over C and f be 
the linear mapping that takes VI to V2 , ••• Vn -1 to Vn and Vn to VI' Find a 
rational canonical matrix and a Jordan canonical matrix for f. 

2. If A is an nxn matrix over a field F satisfying An=o, An-l#O, find the 
rational and Jordan canonical matrices similar to A. 

3. If K is a field containing a field F and A E Fn x n, show that the invariant 
factors and minimum polynomial of A as n x n matrix over F are the same 
as the invariant factors and minimum polynomial of A as n x n matrix 
over K. 

Find the elementary divisors of 
(i) as element of Q2 x 2; 

(ii) as element of R2 x 2. 
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4. If A E F"x", prove that A I is similar to A. (Use Proposition 10 and exer­
cise 8 of § 4.6, p. 83. For another method of proof see the next exercise.) 

5. If B is the matrix of Lemma 1 and if 

show that P B = BI P. Deduce from Theorem 3 that any square matrix is 
similar to its transposed matrix. 

7.6 ClassificatioD of CoUineatioDs 

Let f be a linear mapping of V into V and suppose that the elementary 
divisors off are (X _xj)1I1I , i= 1, ... , t; j = 1, ... , kl' where 

To each eigenvalue XI there corresponds the kj-tuple (nil' ... , n jkj ) and 
we define the set of all these, 

to be the Segre symbol of f. We stress the fact that the Segre symbol 
is defined only for linear mappings whose minimum polynomials fac­
torize in F[X] into linear factors. Of course, if F = C, then this is true 
for all linear mappings of V into V. 

The importance of the Segre symbol lies in the classification of col­
lineations. If the elementary divisors of f are (X - Xj)1IjJ, then the 
elementary divisors of cf are (X - cxl )1IjJ , for any c # 0 in F. Hence the 
Segre symbols of f and cf are the same. We may therefore define un­
ambiguously the Segre symbol of f!lJ(f) to be that of f. 

Let f be an automorphism of V. If we call the configuration of 
f-invariant subspaces of f!lJ( V) the invariant configuration ofthe collinea­
tion f!lJ(f), then we may say that the geometrical character of f!lJ(f) is 
summarized by being given its invariant configuration. The precise 
meaning of this statement is the content of the next result. 

THEOREM 5. Let V be a vector space over F and suppose that f, g are 
automorphismB of V whose minimum polynomials are products of linear 
factors in F[X]. Then the collineations f!lJ(f), f!lJ(g) have the same Segre 
symbol if, and only if, there is a collineation of f!lJ( V) mapping the invariant 
configuration of f!lJ(f) onto the invariant configuration of f!lJ(g). 
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PROOF. (i) Suppose the Segre symbols are the same and let the 
elementary divisors of f, g be (X -xdnll, (X -ydn'i, respectively. 
Suppose 

where, for each i, K; is the submodule of V, consisting of all elements 
annihilated by some power of X - x;; and L; similarly for X - y; in V g • 

Iff;, g; are the restrictions off, g to K;, L;, respectively, then the Segre 
symbol of both f; and g; is {(nil' ... , n;Ie,)}' 

Since fi and (xdy;)g; have the same elementary divisors, there is a 
module isomorphism ej of K; onto L j • Clearly, ej must map the in­
variant configuration of f?lJ(fj) onto the invariant configuration of 
f?lJ((xdyj)g;) = f?lJ(gj)' If e is the result of combining e1 , ... , et , then e is an 
isomorphism of V, onto V g • 

Now any submodule M of V, has a direct decomposition 

M = (M n K 1 ) E8 ... E8 (M n K t ) 

where M n K; is the set of all elements of M annihilated by some power 
of (X - x;). There is a similar decomposition for any submodule of V g • 

It follows that e maps the invariant configuration of f?lJ(f) onto that of 
f?lJ(g) and thus f?lJ(e) is the required collineation. 

(ii) Since f and e -1 f e have the same Segre symbol (Proposition 5) 
we may assume without loss of generality that f?lJ(f) and f?lJ(g) have the 
same invariant configuration. Let 

V, = E8 [ali] 

be the decomposition (according to Theorem 2) into indecomposable 
submodules, where 

a(ali ) = [(X _x;)njj]. 

By our hypothesis on f?lJ(f) and f?lJ(g), each [au] must be an indecompos­
able sub module of V g and hence is annihilated by some power of an 
irreducible factor of the minimum polynomial of g. The uniqueness 
part of Theorem 2 applied to Vg now shows that the numbers dimF[a;j] 
which appear in the Segre symbol of f are precisely those which appear 
in the Segre symbol of g. But two invariant points of a collineation 
are joined by a line of invariant points if, and only if, they correspond 
to the same eigenvalue. Since the collineations f?lJ(f), f?lJ(g) have the 
same invariant configuration this shows finally that the Segre symbols 
of f?lJ(f) and f?lJ(g) are the same. 

The invariant configuration of a collineation has the important prop­
erty of being self-dual. This is the content of our final result. 
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THEOREM 6. Given a collineation fJIJ(j) of fJIJ( V), there exists a correla­
tion of fJIJ( V) mapping the invariant configuration of fJIJ(j) onto itself. 

PROOF. By Proposition 10, there is a module isomorphism g of V, 
onto (V*)," We show that the correlation fJIJ(g)o has the required 
property. 

For any v in V we have 

vfg = (Xv)g = X(vg) = vgp. 

Hence, for any v, w in V, 

(vJ)(wg) = v(wgP), by the definition of p, 
= v(wfg), by the last equation. 

Suppose M isf-invariant. Then for all v in (Mgt and all win M, 

v(wfg) = 0, 

whence 

(vJ)(wg) = O. 

Thus (Mg)Ofe (Mgt and so (Mgt is f-invariant. On the other hand, 
if (Mgt is j-invariant, then 

(vJ)(wg) = 0 

for all v in (Mg)O and all w in M and therefore 

v(wfg) = O. 

This shows that Mfge(Mgto=Mg and so MfeM, i.e., M is f-in­
variant. 

Theorem 6 can often be used to discuss a given collineation without 
reference to the theory of elementary divisors; and in fact can be used 
when the Segre symbol is not defined so that Theorem 5 is not available. 

Suppose, for example, that a collineation 7T of a 3-dimensional pro­
jective geometry P over a field F has precisely two invariant points A, 
B. Then we know at once that 7T has exactly two invariant planes P, Q, 
say. Clearly, the line L joining A, B is an invariant line, as also is 
P n Q. There are at most three possibilities: 

(i) L does not lie in P or Q; 
(ii) L lies in P, say, but not in Q; 

(iii) L = P n Q. 
In case (i) L meets each of the planes P, Q in an invariant point. We 

may suppose that L n P=A, L n Q=B. By considering the res­
triction of 7T to P and using Theorem 6 again we see that there is just 
one invariant line of 7T in P, viz. P n Q; and similarly for Q. Any in-
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variant line M which is not in P or Q must intersect P, Q in invariant 
points and so M = L. The invariant configuration therefore consists 
of two points A, B, two planes P, Q and two lines AB, P f"I Q. 

Case (ii). Since L meets Q in an invariant point we may suppose 
that B lies on P f"I Q. Using Theorem 6 we see that there is just one 
invariant line in Q, viz. P f"I Q. Any invariant line M which is not in 
P or Q must intersect Q at the invariant point B; but then the join of 
M and A would give a third invariant plane. Thus Land P f"I Q are 
the only invariant lines. 

Case (iii). Since P contains A and B, there are just two invariant 
lines in P, viz. L and one other, say M, which meets L in an invariant 
point. We may suppose that M f"I L=A. Similarly, there is an in­
variant line N in Q that cannot go through A as we should then have a 
third invariant plane joining M and N. Thus N goes through B. We 
at once check that L, M, N are the only invariant lines in this case. 

We observe that if P is defined over the field C of complex numbers 
(or more generally over any algebraically closed field) then by Propo­
sition 3 of § 6.3, p. 135, any collineation has invariant points. In par­
ticular the restriction of'T1' to P f"I Q in the above example must have 
invariant points so that case (i) cannot occur. All three cases do occur 
for example over the field R of real numbers: the matrices 

define collineations of .9'(R4) of types (i), (ii) and (iii), respectively. 
The reader should observe that the simplest matrices describing a 

given collineation are obtained by choosing a simplex of reference so 
that as many as possible of its vertices, sides, faces, etc. belong to the 
invariant configuration. 

EXERCISES 

1. Find the Segre symbols and invariant configurations for the non-identity 
collineations of an n-dimensional projective geometry over C when n= 1, 
2, 3. (For n = 1 there are two cases; for n = 2 there are five; for n = 3 there 
are thirteen.) 

2. Use Theorem 6 to find the invariant configurations for the non-identity 
collineations of a real projective plane. 

3. Find the invariant configuration of a collineation of a 3-dimensional pro­
jective geometry given that it has just three invariant points. (Assume 
that the ground field has more than two elements.) 
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4. Let P be a real projective geometry of dimension 3. Show that a collin­
eation of P without any invariant points has one, two or infinitely many 
invariant lines. 

5. Let F be a finite field with pll + 1 elements and let a be a generator of the 
cyclic group F*. (See exercise 11 of § 7.3.) Prove that 

f:x-xa 

is an automorphism of F, viewed as a vector space over Fp , and thatfhas 
order p1l+ 1_1. Deduce that &'(f) is a colllneation of &,(F) of order 
l+p+ ... +pll. 

(Observe that I +p+ ... +pll is the number of points in &,(F) (cf. 
exercise 5 of § 2.5, p. 32). Now, by Theorem 6 of Chapter II, p. 32, any 
projective geometry P of dimension n over Fp is isomorphic to &,(F). 
Hence our exercise implies that there exists a collineation that permutes 
all the points of P cyclically. In fact this result is true for all projective 
geometries over F p because there exist fields with pll + 1 elements for all 
n~O.) 
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§ 2.1 

4. Let c be an element of 8 and consider the set M = -c+8. Then M has 
the property of exercise 3 and also contains the zero vector. 1£ a, b E M 
and x, y E F then (by hypothesis, with r=3) 

xa+yb = xa+yb+ (l-x-y)O E M 

and so M is a subspace. 

5. Consider M = -c+8 as in 4. 1£ a E M and x E F then 

xa = xa+(1-X)OEM. 

By hypothesis we can find non-zero scalars y, z for which y+z= 1. Then 

a + b = y(; a) + zG b) EM 

for any a, b in M. 
The non-zero vectors in F22 do not form a coset. 

§ 2.6 

2. Let P, Q be elements of A with hyperplanes at infinity M, N, respectively, 
i.e., M=P n H, N=Q n H. 

THEOREM L Let P, Q E A. 
(1) If pc Q, then pdim Ps pdim Q and pdim P= pdim Q implies 

P=Q. 
(2) If P n Q E A, then 

pdim(P+Q) + pdim (P n Q) = pdim P +pdimQ. 

(3) (i) Assuming P n Q E A; MeN if, and only if, pc Q. 
(ti) Assuming P n Q rf: A; MeN if, and only if, 

pdim(P+Q) = pdimQ+1. 

PROOF: (1) and (2) are immediate by Theorem 2 of Chapter I. 
(3) (i). If P n Q E A there exists a vector c in P n Q but not in H and so 

P = [c]+M, Q = [c]+N. 

(ti). P n QeH. If MeN then Mep n Q e P. Counting 
dimensions gives M = P n Q and so * 

dim(P+Q) = dim P+dimQ-dim M = dimQ+1. 
175 
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Conversely, if dim(P+Q) = dim Q+I then dim(P n Q)=dim P-1. 
But P n (P n Q)ep n H gives P n QeM, so that P n Q=M and 
MeN. 

§ 3.2 

4. Q is any point not on Lor PP'. Let B=L n PQ and Q'=AQ n BP'. 
Case (i): A not on L. If Po=PP' n L, Qo=QQ' n L, then there is a 
unique collineation taking (P, Q, Po, Qo) to (P', Q', Po, Qo) (Theorem 2). 
Case (ii): A on L. If e is any point on L different from A and B, there 
is a unique collineation taking (P, Q, A, e) to (P', Q', A, e). These 
collineations are central as required. 

5. B1T must lie on P B and on Le' and so B1T = B'. Similarly, A 1T = A'. 
Now (AB)1T is a line through AB n LM, i.e., N lies on LM. 

6. Draw any line M through L n L' different from Land L'. Use exercise 
4 to find a central collineation with axis M, center A and mapping L 
onto L'. 

8. Let P, Q, R be distinct points on Land P', Q', R' their images on L'. 
We may assume that P, P' are distinct from L n L'. Let then 
Q" = PQ' n P'Q and R" = P R' n P'R. Consider the perspectivity of 
L onto Q" R" with center P' and the perspectivity of Q" R" onto L' with 
center P. 

10. Last part. If zx#xz and if (Xl' x 2 , X3 )/=(Xlz, X2Z, x 3z), then 9(f) is not 
the identity collineation on 9(D3): e.g., [(1, X, 0)) -7 [(z, XZ, 0)]. 

§ 3.5 

1. If ~ is an automorphism of Q, n = 1 and so n~ = n for all n E Z (by 
additivity). Further, 

n(~~) = m' gives ~,=~. n n n 

If ~ is an automorphism of C and R, = R, then 

(a+ibg = (a~)+(i')(b~) and (i~)2 = -1. 

So i,= ± i. 

3. If Z(Xl' .•• , xn) = (Xl' ... , xn) then Izi = 1 and if z = e21O , 

eI8(x l , ••• , xn) = e -18(Xl, ... , xn) 

is a real n-tuple. 

§ 3.6 

1. If Icp=O then all xcp=O. Assuming lcp#O; if x#O, then (xcp)(x-lcp)=lcp 
implies xcp#O. 
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§ 4.1 

6. For given i, j 

IIf: 2: XkUk - XlvI' 

If uti = 21 aljvl then I is uniquely expressed as 21.la,J!'I' 

11. If c 1: H, every vector is uniquely expressible as xc+h. Now J is the 
identity if, and only if, vl-v E H for all v, i.e., if, and only if, cl-c E H. 
But [cl-c] is the center of rJJU). 

§ 4.2 

2. Ker I=Ker g. If 1#0 and M is a direct complement in V to Ker I, 
apply Proposition 1 of Chapter III (p. 45) to the restrictions of I, g to M. 

3. rJJ(g2)=rJJ(g) implies g=zg2, by exercise 2. Put/=zg. 
If P is any subspace then PI= (K + P) n M where K, M, respectively, 

are the kernel and image of I. It is natural to call rJJ(f) the "projection 
from K onto M". 

§ 4.3 

9. Ifi#j,O= (EkIElk)/= (E'kEkl)/=EIfI,andEul = (E,IEI,)/= (EIIEIf)/=Effl. 

§ 4.4 

2. The given condition is x(AA t-I)xt=O for all x. Now xSxt=O for all X 

is equivalent to 811 =0, all i, and 81j= -811 all i#j. If F is not of charac­
teristic 2 this is equivalent to the skew-symmetry of S. Hence then 
x(AAt-I)xt=O for all x is equivalent to 2(AAt-I)=0, i.e., AAt=I. 
But if F is of characteristic 2, x(AA t-I)xt=O for all x is equivalent to 
2~lk 2 = 1 for all i. 

5. If C=AB with r(A)=r(B)=r, then r(C)=r by Proposition 6 (3) and 
exercise 4. 

Conversely, if r(C) = r, then C is equivalent to 

( I r 0) = (Ir)(Ir 0) o 0 0 rxp 
mxr 

§4.6 

5. Lastpart. Let IP be the linear form p(X) - p(l). IfIP= aofo + ... +akfk' 
then Xk + lIP = 0, a contradiction. 

6. Clearly L is linear. If p(X)t=O then p(X)/I=O for all i~O, where 
fo,f1>' .. are the linear forms defined in exercise 5. Hence p(X)=O. 
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There exists an element cp of V** mapping every element of the basis 
of V* to 1. If cp=p(X), where p(X) has degree n, then we obtain 
fn+1cp=p(X)fn+l =0, a contradiction. 

(The reader who is familiar with the use of Zorn's Lemma will easily 
verify that the linearly independent subsets of V* containing {fo, fl' ... } 
are inductively ordered by inclusion. A maximal subset of this collec­
tion is a basis of V*.) 

7. To show that (P)t is identified withf amounts to proving (u')(P)t= (uf)" 
all u in U. Now (u')(ft)t=j!(u,) (definition of transpose). If hE V*, 
(hP)(u,)=u(hft) (definition of ,) and hP=fh. So (hP)(u,) = (uj)h=h(uf')' 
i.e., j!(u,) = (uj),. 

§ 4.8 

1. (1) The equation of U' with respect to (Ao, AI, U) is XO+Xl=O. So 
U' is the point (1, -1) in &'(V). 

(2) If (ao,"" an) determines (A o,"" An, U), then (ao,"" an -1) 
determines (Ao, ... , An -1> Un). If PoXo + ... + PnXn = 0 is the equation 
of a hyperplane P of &,(V), then PoXo+' .• +Pn-lXn-l =0 is the equa­
tion of P n An' with respect to (Ao, ... , An -1' Un). 

(3) Whenn=1 use (1). Inductive step: U'= +(U' n A/:i=O, ... ,n). 

§5.1 

1. The statement u(a, b)=O for all b is equivalent to a~=O. Thus (i) is 
equivalent to ~ having kernel O. Similarly for (ii). 

The statement u(a, b)=O for all a is equivalent to bE (V!;!y. In the 
finite dimensional case (V~t=O if, and only if, V~= V*. 

§ 5.2 

4. For any subspace N, V.LcN.L. Hence V.L c M.L n (M.L).L = O. 

§ 5.3 

9. (4). Here a.fJ=fJa.=O and so Image a. c Ker fJ, Image fJ c Ker a.. 
Let (al , ... , an) be an ordered basis of V. If ua.=O, let q be the quad­

ratic form q(2 x,a,) = 2, < j u(aj> a,)x,xj • Then u = qfJ. 
If qfJ=O, let u be the symmetric bilinear form 

u(2 x,aj> 2 y,a,) = 2 q(a,)x,y, . , 
Then q=ua. (by exercise 8). 

§ 5.4 

3. u(a + xc, a+xc) = u(a, a)+2xu(a, c) ~ 0 for all x. 

7. Let u be the bilinear form on F2 3 having the given matrix with respect to 
the standard basis. Now u is non-degenerate and so, if we could 
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triangularize u, there would be three vectors with u(a, a)~O. But if 
a=(x, y, z), u(a, a) = x(x+y) and so the only such vectors are (1,0,0), 
(1,0, 1). 

8. There is a smallest positive integer p such that plF =O and p must be 
prime. Then {mlF; m=O, 1, ... , p-l} is a subfield isomorphic to Fl" 

E is a finite dimensional vector space over F o' 

9. Since F is finite, S* = F* if, and only if, the kernel is {I}; and this holds 
if, and only if, 1= -1, i.e., 2=0. 

If 1 ~ -1, each element in S* is the image of exactly two elements in 
F*. Thus the number of elements in F* is twice the number in S*. 
Now {zs; 8 E S*} has empty intersection with S* and contains the same 
number of elements as S*. 

10. If x, YES but x+y ¢ S then x, y must be non-zero and x+y=zs for some 
8 in S*. This contradicts the hypothesis on z. Hence x+y E Sand S 
is closed with respect to addition. In particular, (p-l)x E S, i.e., -x E S. 
Obviously, S is closed with respect to multiplication and S* is closed with 
respect to inversion. 

The number of elements in Sis 1 + t(q-l) = t(q+ 1) and this cannot be 
a power of p because q is a power of p. 

11. Let (u; (av "" an»=diag(xv "" x" 0, ... ,0). Each XI is either in S*, 
say XI= yI2, or has the form XI=ZYt2 (exercise 9). Then U(YI-1ah Yt-1at) 
= lor z. So we obtain an ordered basis (b1 , ••• , bn ) with respect to which 
u has matrix diag(l, 1, ... , 1, z, z, ... , Z, 0, ... ,0). The z's can now be 
knocked off in pairs. Let Z-1=Z12+Z22 (exercise 10). If 

put 
u(bh bl) = u(bj, bj) = Z 

b/ = zl bl+z2bj, 
b/ = -Z2bl+Z1bj 

and check that u(b/, b/) = u(b/, b/)=I, u(b/, b/)=O. 

§ 5.5 

3. PI c P/ and so the vertices of the first tetrahedron lie on the faces of the 
second. On the other hand, 

P 2l. n P 3l. n P4l. = (P2+Pa+P4)l.c(P2+Pa+P4)H = P 2+Pa+P4, 
where the left-hand side is a vertex of the second tetrahedron and the 
right-hand side a face of the first. 

4. Let .1 be a possibly degenerate null-polarity. If pc Ql. then we have 
pcpl. n Ql.=Ll.. But pc Ql. also implies Qcpl. and so LcLl.. 
(In the non-degenerate case dim L= dim Ll. and so L=Ll..) Assume 
conversely that L eLl.. Then for any points P, Q on L we have 
pCLcLl.cQl.. 

The lines through P which satisfy L c Ll. are simply the lines through 
P in pl.. When.1 = .1(u) and u is degenerate but not zero, Vl. is a line; 
then pl. is the plane P + V 1. for any point P not on V 1.. The linear com­
plex in this case consists of V 1. and all the lines meeting V 1. • 
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5. B consists of the subspaces M of V for which both M and MJ. lie in A. 
Hence 1-' is a mapping of B into B. Since 1-' 1-' is the identity mapping 
it follows that 1-' is one-one and onto B. 

Knowing only 1-' we try to reconstruct 1-. It will be sufficient to have 
the image of each point in rJJ( V): for then the formula (M + N)J. = 
M J. n N J. will yield the image of each element of rJJ( V). If there is a point 
of rJJ(V) in A but not in B, then this point must be HJ. and so its image 
must be H. This has extended 1-' to all points in A. 

Now take a point P in H. Let L be a line so that L n H = P. For 
any point Q #- P on L, QJ. is known and contains LJ.. As Q varies, we 
obtain all hyperplanes QJ. containing LJ. except for one: this exception 
must be pJ.. 

6. B consists of the subspaces M for which M and MJ. are both in A. 
If VJ. E A then MJ. E A for all M (because MJ.~ VJ.). Thus B=A. 

Conversely, if B=A then V E B and so VJ. E A. 
Assume VJ.=H. Then MJ.~H for all M. Either MJ.=H or MJ.= V 

which would imply Me VJ.=H. In any case M rf: B. Conversely, 
assume B empty. For any point P in A, pJ.eH and thus PJ.=H be­
cause dim pJ. ~ dim V -I (Proposition 4, p. 93). Now V may be ex­
pressed aR the join Po + ... + P n of points Pi in A and so finally 
VJ.=PoJ. n ... n PnJ.=H. 

Clearly 1.' is a mapping of B into A. We wish to reconstruct 1- from 
1.'. We need only find pJ. for all points P (cf. solution to exercise 5, 
above). 

If PEA but P rf: B, then pJ. e H. But pJ. is a hyperplane or is V. 
Hence PJ.=H. 

Consider a line L in rJJ( V) and a variable point P on L. There are 
three cases: (i) all pJ. are distinct hyperplanes; (ii) one pJ. is V and all 
the others are equal to a fixed hyperplane; (iii) all pJ. = V. (If 1- = 1.(a), 
these cases occur according as Lf! has dimension 2, 1 or 0, respectively.) 
Since we know pJ. for every point P in A we can find pJ. for any point P 
in H by choosing a line L as in exercise 5 which has P as its point at 
infinity. 

§5.6 

6. (1,1,1)J. meetsX2=Oat(l, -1,0). Ifm+n#-O,findtheuniquepoint, 
other than (I, I, I), at which the line joining (1, 1, 1) and (m, n, 0) meets 
the conic. 

7. Let A E Q(a). Since there are at least three lines through A, there is a 
line L distinct from A J. and AP. Hence L meets Q in B#-A (exercise 5) 
and PB#-PA. 

If AP=AJ. then pJ. goes through A; in the other case pJ. goes through 
the harmonic conjugate of P with respect to the point pair AP n Q. 
Similarly for BP. 

If P E Q, pJ. is the unique line cutting Q only at P. 

10. By the last part of exercise 5, Q(a) contains at least three points, say 
A o, A 2 , E. Now use exercises 8, 9. 
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12. If the signature is ± 2, then the equation of the quadric in a suitable co­
ordinate system is 

X02+XI2+X22-Xa2 = O. 

If there were a generator, the plane Xa=O would have to meet it in a 
point (or points) satisfying Xo2+XI2+X22=0. 

13. Let the skew lines be A, B, C. Choose distinct points AI, Aa on A and 
let the unique transversal from Al to B, C meet Bat Ao and the unique 
transversal from Aa to B, C meet B at A 2. Choose a point U on C but 
not on either of these transversals. Then A, B, C have the required 
equations with respect to the frame of reference (Ao, AI, A 2 , Aa, U). 

The transversal from (0, x, 0, y) on A meets B at (x, 0, y, 0) and C at 
(x, x, y, y). 

14. Since L is a generator £1. = L. If M is a plane containing L then the 
point Ml.lies on L1 = L. Now M n Ml.=Ml. and so UM has rank 2, i.e., 
the conic Q n M is a pair of distinct lines through Ml. (one of which is L). 
Any three distinct planes through L yield three skew lines A, B, C which 
are generators of Q. If we choose a frame of reference as in exercise 13 
and with A2Aa = L then Q and L have the required equations. 

16. (i) If n= 1, the hypothesis forces U to be non-degenerate (exercise 2) and 
then we use exercise 3. 

(ii) Q cannot be contained in a hyperplane. Suppose QcH, H a 
hyperplane. Take any point A on Q and any line L containing A but 
L ¢ H. Then L meets Q only in A and hence UL is degenerate. Thus 
u(a, b) = 0 for all b i H. Each vector in H can be written as a sum of 
two vectors not in H. Therefore u( a, v) = 0 for all v in V and thus 
A c V l.. So Q C V \ a contradiction. 

(iii) As Pi Q, pl.¥- V and so pl. is a hyperplane. By (ii), Q ¢ pl. 
and we can find A in Q such that A ¢ Pl., i.e., P ¢ Al.. Take H to be 
any hyperplane containing A and P, and therefore distinct from A l.. 
Then the quadric Q n H satisfies the same condition in H as Q does in V 
(Al.(UH>¥-H). 

By induction on n, there exist n-l lines through P, each meeting 
Q n H and whose join is H. Now Q ¢ H by (ii) and so there exists a 
point Bin Q not in H. Then PB meets Q and PB+H= V. 

(Remark. If the ground field is R, the quadric has equation 

_X02+XI2+X22 = 0 

and P has coordinates (1,0,0), then the polar of P does not meet the 
quadric.) 

(iv) Let AI, ... , An be the points of Q such that V = PAl + ... + PA" 
(by (iii)). If PAl meets Q in a second point BI, define PI to be the har­
monic conjugate of P with respect to AI, BI; if PAl meets Q only at Ai' 
define Pi to be Ai. Then P l + ... + p .. is a hyperplane contained in pl. 
and hence equals pl.. 

(v) Let P E Q. If UL is degenerate for every line L through P, pc Vl.. 
If there is a line L containing P such that UL is non-degenerate, then L 
certainly contains two points not on Q. Hence Ll. is known by (iv). 
Now P must be P+Ll.. 
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§ 5.7 

3. Q(u) lies in the hyperplane H. Let A E Q(u) and B be any point not in 
H. AB meets Q only at A and so UAB is degenerate. Thus A is orthog­
onal to B. But V is spanned by the points B not in H and so A c V.l. 

4. Rank 0 is always possible. Let V = M EEl V.l where dim M = rank U = 
r~ 1 and Q(UM) is empty. Choose coordinates so that Q has equation 
aoX o2+ .. . +ar-1X~-1 =0 (ao·•· ar- 1 #0). 

(i) As long as ao, ••• , ar- 1 are all positive or all negative Q(UM) is 
empty. Thus any r~1 is possible. 

(ii) If r> 1, Q(UM) is not empty. Hence r= 1. 
(iii) If r>2, Q(UM) is not empty. If r=2 and aO=a1 , then Q(UM) is 

empty. Hence r is 1 or 2. 

5. Let Q c H u K (H, K two distinct hyperplanes). Since Q is non-empty 
and non-degenerate, Q¢H and Q¢K by exercise 3. We may assume 
pdim V> 1. Thus H () K contains points. 

(i) Q () H () K is empty. For if P is a point of Q in H () K and R is 
any point not in H or K, P R meets Q only at P and so R c p.l (where 1. is 
any polarity determining Q). Thus p.l= V (cf. solution to exercise 3), 
i.e., V.lo6O, a contradiction. 

(ii) Let P be a point ofQ in H. Then P.lo6K by (i) and so p.l () K, 
H () K are hyperplanes in K. Any line through P, not in H and not in 
p.l, must meet Q in one more point P' and P' c K. Hence Q () K contains 
all points in K that are not in H and not in p.l. 

(iii) If pdim V> 2, (H () K) () (p.l () K) contains points. Let R be 
one such. Choose any point R' in K but not in H or p.l. Then R is the 
only point ofthe line RR' in H and also the only point ofthe line in p.l. 
Then Q contains all the points of RR' except R (by (ii)). Since the 
ground field contains at least three elements, Q contains the whole line 
RR', contrary to (i). Hence pdim V:s;2. 

(iv) Let pdim V =2. Here H () K, p.l () K are points on the line K. 
If K contains more than four points then by (ii) Q contains all the points 
of K, a contradiction to (i). Hence K contains exactly four points, i.e., 
the ground field is (isomorphic to) Fa. Furthermore, K (and similarly 
H) contains just two points of Q, so that Q consists of four points. (Cf. 
exercise 5 of § 5.6.) 

6. Let Q c H u K, H #K. 
(i) We may assume Q¢H and Q¢K, otherwise use exercise 3. 
(ii) If A is a point in V.l, BE Q and A # B, then ABc Q. 
(iii) P c H () K. For if A is a point in V.l not in H () K, say A¢K, 

then there is a point, say B, of Q not in H (by (i)) and ABc Q by (ii). 
But AB contains points not in H u K, a contradiction. 

(iv) Let V = M EEl V.L, so that Q () M is a non-degenerate quadric in 
&(M). By (iii) and (i), M ¢H and M ¢K. So H () M, K () Mare 
hyperplanes in M. Since Q is not contained in P (by (iii) and (i)) we 
see by exercise 17 of § 5.6 that Q () M is not empty and so is one of the 
two types of quadric given in exercise 5 above. We get Q from Q () M 
by means of exercise 17 of § 5.6: if Q () M is a pair of points then Q 
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consists of all the points on the hyperplanes Hand K; in the second case 
Q consists of the points on four subspaces, two being 'hyperplanes in H 
and two hyperplanes in K. 

7. Let A be determined by H in &'( V). Let Q' be an affine quadric con­
tained in a hyperplane K of A and let Q be a projective quadric com­
pleting Q'. Now QcH U K. If QcH then Q' is empty and if QcK 
then Q' consists of all the affine points in some subspace N of K (using 
exercise 3). If Q consists of all the points of H U K then Q' consists of 
all the affine points of K. (Note that Q=H uK and Q=K give the 
same Q' .) By exercise 6 there is only one further case: Q' is the set of all 
affine points in a pair of hyperplanes of K and the ground field is iso­
morphic to Fa. 

S. Over F 3 there exists a unique non-degenerate conic through any four 
points, no three of which are collinear. (Thus XOXl +X1X2 +X2XO=0 
is the unique non-degenerate conic through (1,0,0), (0, 1,0), (0,0, 1), 
(1, 1, 1).) 

If a completion were degenerate it would be a line pair and so Q' 
would contain 3 points. Let Q'={A, B}. There are 3 points on the 
line at infinity and not on AB: any two of these together with A, B give 
a completion of Q'. 

§ 6.1 

2. Take a=(I,O, ... ,O), b=(O, 1,0, ... ,0). Then D.6 holds for a, b if, 
and only if, 22/1'=2, i.e., p=2. 

4. Write Iiall for d(a, 0). We are asked to prove that 

c:r(a+b, c)-c:r(a, c)-c:r(b, c) = 0, 
i.e., 

But 
Ila+b+cI1 2 + Ila+b-cI12 = 21Ia+bI1 2 +21IcI1 2, 
Ila+b+cI1 2 + Ila-b+cI1 2 = 21Ia+cI12+21IbI1 2 , 

21IaI12+21Ib-cI12 = Ila+b-cI1 2 + Ila-b+cI1 2 , 

411b112+411c112 = 21Ib+cI1 2 +21Ib-cI1 2 • 

Adding these equations gives the result. 

5. We write Iiall for d(a, 0). Then 

c:r(xa, b) = Ilxa+bI12-llxaI12_llbI12. 
It is clearly sufficient to show that x _ Ilxa+bll is a continuous function 
(for any given a, b in V). The triangle inequality shows that 

I Ilxa+bll-llya+bll I ~ /Ixa-ya ll 
= x-yiliall, by D.5, 

and so Ilxa+bll- Ilya+bll as x_ y. 
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Take any x in R and any sequence (ri ) of rational numbers so that 
lim ri=x. Then 
j~oo 

a(xa, b) = lim a(ria, b) 
i- 00 

= lim ria(a, b) (exercise 4) 
j~ 00 

= X a(a, b). 

7. Let u=b-c, v=a-b. Then 

Ilu+vl12 = (1Iull+llvl])2 = IluI12+llvI12+21Iullllvll· 
Hence a(u, v) = 111lllllvi l and, by Schwarz's Inequality (Lemma 1), u,v 
are linearly dependent. Thus a, b, c are linearly dependent. 

Let S = a + M and S' = a' + M', where we choose a' = ar. Then r 
induces a one-one mapping f of M onto M': 

v --';>- (a+v)r-a'. 

Thus Of=O and f preserves distance: if VI' v2 E M, 

d(Vl' v2) = d(a+vl' a+v2) 
= d'((a+vl)r, (a+v2)r) 
= d'(Vlf, v2f)· 

By the first part (and its converse) f maps lines to lines. Hence for 
any v#O in M and any x in R, (xv)f lies on the line [vf]: say (xv)f = 
x'(vf). Since d(v, O)=d'(vf. 0) and d(xv, 0) =d'(x'(vf), 0), Ixl = Ix'i. 
Also d(xv, v)=d'(x'(vf), vf) and so lx-II = Ix'-II. Thus x=x' and 
(xv)f=x(vf). Further, if u, v are arbitrary vectors in M, let w be the 
mid-point ofu, v, i.e., w=~(u+v). Then wf is the mid-point ofuf, vf. 
Hence (u+v)f=(2w)f=2(wifJ)=uf+vf. Thus f is a linear mapping. 

§ 6.2 

4. Let (aI' ... , an) be a cartesian basis of (H, a). If Q(T) n A is a sphere, 
then the equation of Q(T) (with respect to a projective coordinate system 
determined by (ao, ... ,an)) is X 12+.··+Xn2=k2Xo2 (cf. p. 117). If 
P is the point [(0, Xl' ... , xn)], then [(Yo, Yl, ... , Yn)] C Pl.(T) if, and only 
if, XlYl + ... +xnYn=O, i.e., if, and only if, [(0, Yl"'" Yn)]cPl.(O). 

Conversely, we assume that -.l(TH) = -.l(a) and so H.1(T) n H =0. 
Thus V =H EB Hl.(T) and Q(T) has equation X12+ ... +Xn2=8Xo2. 
Since Q(T) has more than one point we must have 8> 0 and so Q(T) is a 
sphere in A (as defined in exercise 3). 

5. There is a unique translation taking Bl to AI' Let it take B2 to A 3· 
Then d(Bl' BJ =d(Al' A3)' Take the sphere with centre Al and con­
taining A 2. This meets AlA3 in two points. Let A4 be one of them. 
If A o is the point at infinity on AlA3' 

diAl, A 2)/d(Bl , B 2) = diAl, A4)/d(Al' A 3) 
= I cr(Ao, AI; A 3, A4) I by exercise 2. 
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§ 6.3 

3. Let c be a common eigenvector of j and g and let M be a subspace for 
which V =M EB [c]. If mj is expressed as m1' +xc where m, m1' E M 
and x E F, it is easy to check that l' is a linear mapping of Minto M 
and (fg)'=1'g'. Now use induction on dim V. 

§ 6.5 

3. The given equation is equivalent to j=rg- l . Let a l be an eigenvector 
ofj and without loss of generality assume u(al , al) = 1. Now u(al , b) =0 
implies u(ad, b) =0 and so 7'(av b) =0. We have W =[al] EB [al]J.(O") and 
[al]J.(O")c [al]J.(T). Now use induction on dim W. 

4. As for exercise 3 of § 6.3 but with M = [c]J.(O") and u(c, c) = 1. 

5. The given equation is equivalent to b(aj*f!)=bj(af!) for all a, b, i.e., aj*= 
(f(a!!))!!-l for all a. Since!! is semi-linear with respect to complex con­
jugation this defines a linear mapping j*. (In the language of exercise 7, 
§ 4.6, p. 83,j(ag)=a(gp) and so j*=f!Pg-l.) 

(i) u(af**, b) = u(a, bf*) 
=u(bj*, a) 
=u(b, af) 
= u(aj, b) 

for all a, b; hence j** = j. 
(ii), (iii) and (iv) are proved similarly; (v) is a consequence of (ii) and (iv). 

6. (i) u(wf*, wf*) = u(w, wj*f) = u(w, wjf*) = u(wjf*, w) 

= u(wj, wf) = u(wj, wf). 

(ii) If w(j-xl) =0, then w(f-xl)* =0 by (i). Hence the result by (v) 
of exercise 5. 

(iii) If bE [w]l., u(wj*, b) =0 because [w]f* c[w] by (ii). So u(w, bf) =0, 
as required. 

§ 7.3 

2. If Z is non-zero, non-invertible and not irreducible, Z = XYl where x, Yl 
are non-zero and non-invertible. Hence RYl is strictly between Rz and 
R. If Yl is not irreducible, we obtain Y2 so that RY2 is strictly between 
RYl and R. By exercise 1, this process must terminate and hence z 
has an irreducible factor. 

Let z = Zl Xl' where Zl is irreducible. If Xl is non-invertible, Xl = Z2X2 
where Z2 is irreducible. Again we obtain a strictly ascending chain of 
ideals Rz c RXl C RX2 C •. '. This can only terminate if there exists r 
such that Xr is irreducible. Then Z=Zl ... Zr_lX" as required. 

4. If p is irreducible and p divides ab where ab #- 0 and p does not divide a, 
then p divides b. For if ab=cp and up+va= 1, then b=upb+vab= 
(ub+vc)p. 
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Applying this result to Pl" 'Pr=q1" 'q., we see that P1 divides some 
qi' say q1' Since P1' q1 are both irreducible, P1 =e1q1 for some inver­
tible element e1' Cancelling q1 we obtain e1P2" 'Pr=q2" .q. and the 
result now follows by an induction on min(r, 8). 

7. In part (b) (i) of the proof of Theorem 1 we argue thus: If 

[d] = [mi]+[mk] and d = umj+vmk, 
put 

b/ = vbj-ubk, 
, mj m k 

bk = a;bj+([bk. 

Then [b;, bk] = [b/, bk'] and mpj + mkbk = dbk'. Hence d has length ~ 
length mk' Thus xd=mk, where x is invertible (exercise 5) and so m k 
divides mi' 

Part (b) (ii): Let d be a greatest common divisor of mk , nk and suppose 
d = umk + vnk. Then u times the first relation plus v times the second 
yields 

k-1 2: (uml+vnl)bj+dbk = 0 
1= 1 

and so (again by exercise 5) mk=xd, where x is invertible. Thus mk 
divides nk • 

11. If m is the positive generator of the smallest invariant factor of the 
multiplicative group F* viewed as a Z-module, then xm = 1 for all x in 
F* and there exists an element Xo whose annihilator is Zm, i.e., whose 
order is m. 

Thus all elements of F are roots of xm + 1 - X. But this polynomial 
has at most m + 1 roots and F has at least m + 1 elements. Therefore 
q=m+ 1. 

12. (i) E is closed under addition, subtraction, multiplication and inversion 
by non-zero elements and E contains 1, 2, ... , p-I. 

(ii) Let k = lm. Then pm -1 divides pk -1 and hence (by the same 
argument) xpm -1 _ 1 divides XPk - 1 -1. Thus xpm - X divides Xpk - X. 
By exercise 11, all the elements of F are roots of Xpk - X and hence the 
subset E consisting of the roots in F of Xpm -X has exactly pm elements. 
This is a subfield by (i). 

If .E' is a field with pm elements contained in F, then all elements of E' 
are roots of Xpm - X and so E' = E. 

(iii) By exercise 10, F is a k-dimensional vector space over F p' But 
also E is an m-dimensional vector space over F p and F is a vector space 
over E, necessarily finite dimensional, say of dimension l. Hence F is 
an ml-dimensional vector space over F p and thus ml = k. 

§ 7.4 

2. Let M=E/S and cj=vj+S. Every elementary move on (c1, ... , cn) is 
obtained by an elementary move on (v1 , ••• , vn ). Hence exercise 1 
yields the result. 
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§ 7.S 

3. Apply elementary moves (over the smaller field F) to the rows and 
columns of the matrix XI-A to obtain an equivalent matrix of the 
form diag(d1 , .•• , dt ) (as in Proposition 8). The invariant factors are 
then [d'+1] ::::> ••• ::::>[dt] relative to F or to any field containing F. The 
minimum polynomial is dt (to within a non-zero constant multiple). 

The elementary divisors of 

(~ ~) 
are (i) X2 - 2 relative to Q and (ii) X - V2, X + v2 relative to R. 

§7.6 

4. Complexify and note that a real invariant line always contains a pair 
of conjugate complex invariant points. 
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d(8, D) similarity euclidean geometry on coset 8 
with distance class D 131 
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Tr V 
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m(X) 
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sub module of V, generated by 8 
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73 
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Affine geometry (see Geometry) 
Affinity, 42fI 

degenerate, 70fI 
Angle, 126, 128 
Annihilator, 81 

ideal, 151 
mapping, 81, 94 

Anti-automorphism, 120, 122 
Anti-isomorphism, 84 
Associative law 

for mapping multiplication, 3 (ex. 
3) 

for matrix multiplication, 73 
Automorphism 

of euclidean geometry, 1400 
of field, 56, 58 (incl. exx. 1, 2), 65, 

123 
of Hilbert space, 146 
of R-module, 154 
of sesquilinear space, 124 
of similarity euclidean geometry, 

144 
of vector space, 66 
groups for V, A, P, F, 59 

Axis, of central collineation, 48 (exx. 
3-5) 

Basis (base), 9fI 
cartesian, 127, 142, 146 
dual,80 
standard, of Fn, 12 (ex. 9), 13 
standard, of Fmxn, 74 (ex. 2) 
standard, of F[x]n, 168 
of torsion-free F[X]-module, 163 

Bilinear form, 89fI 
alternating, 99 
degenerate, 91, 92 (ex. 1) 
negative definite, 106 
orthosymmetric, 97, 101 (ex. 3) 
positive definite, 106 
skew-symmetric, 99, 101 (exx. 1, 4) 
symmetric, 97, 101 (exx. 1, 4, 8, 

9) 
Bilinear polynomial, 90 
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Canonical matrix 
Jordan (classical), 167 
rational, 166 

Cartesian basis, 127, 142, 146 
Center 

of affine polarity, III (ex. 5) 
of affine quadric, 119 
of (central) collineation, 48 (exx. 

3-6), 54 (ex. 1), 63, 83 (ex. 10) 
of perspective of two triangles, 

23 
of perspectivity, 48 (ex. 6), 65 
of sphere, 133 (ex. 3) 

Central collineation, 48 (exx. 3-6), 54 
(ex. 1), 62fI, 83 (ex. 10) 

center of (see Center) 
hyperplane of, 63 

Centroid, 48 (ex. 2) 
Characteristic, 2 

field of, 40, 99fI 
(Fano's Theorem), 40 

[Note rubrics at the beginning oj 
§ 5.6 (p. Ill) and § 5.7 (p. 115).] 

Classical (Jordan) canonical matrix, 
167 

Classification of collineations, 170fI 
Coefficient space, 50 
Collineation, 45, 1700 

central (S88 Central) 
Completeness of Hilbert space, 147 
Completion of affine quadric (to 

projective quadric), 117, 118, 120 
(ex. 8) 

Complexification 
of real bilinear form, 124, 146 
of real vector space, 14, 58 (ex. 4), 

112, 134 (ex. 6), 136, 140 
Cone, representative, 115 
Congruence 

of bilinear forms, 89, 90, 103fI 
of matrices, 86, 90, 103fI 

Conic, 111, 114 (exx. 4-10), 120 (exx. 
1,2) 

section, 116 
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Coordinate row 
of an affine point, 44 
of a vector, 13 
(homogeneous) of a projective 

point, 47 
Coordinate system 

for an affine geometry, 44 
for a euclidean geometry, 129 
(homogeneous) for a projective 

geometry, 46 
for a vector space, 13 

Correlation, 85, 110, 120 
degenerate, 110 

Coset (translated subspace), 15ff 
dimension of, 16 
parallel, 18 
space of, 67 154 
subspace belonging to, 16 

Cross.ratio, 132, 133 (exx. 1, 2, 5, 
6) 

Degenerate 
affine polarity, 111 (ex. 6) 
affine quadric, 119 
affinity, 70 
bilinear form, 91, 92 (ex. I) 
correlation, 110 
null'polarity, 110 
polarity, 11 0 
projective quadric, 112 
projectivity, 70 
subspace (with respect to a bilinear 

form), 92 (ex. I), 95 
Desargue's Theorem 

(affine), 23 
(projective), 32 (ex. 6), 38, 41 (ex. 

3), 48 (ex. 5), 51 (ex. 2), 86 
(ex. I) 

converse of, 38 
related to a division ring, 39, 40, 

48 (ex. 5) 
Determinant, 144 
Dilatation, 44 (ex. 3), 49 (ex. 9), 54 

(ex. I), 63, 75 (ex. 11) 
Dimension 

of an affine geometry, 16 
of a coset, 16 
of a projective geometry, 30 
of a vector space, 1 Off 
finite, 9ff 

(Note the convention at the begin. 
ning of Ohapter II, p. 15.) 

projective, 30 
Direct sum 

of submodules, 155ff 
of subs paces, 7, 8 (exx. 7, 8),11,12 

(exx. 11-13),95,96, 102ff, 155ff 

Distance 
on a coset, 127 
on a euclidean space, 125 
on a Hilbert space, 146 
on a vector space, 125 
similar, 131 

Division ring, 39, 49 (exx. 10, 11), 75 
(ex. 7) 

Dual 
basis, 80 
configuration, 84 
frame of reference, 87, 88 (ex. I) 
geometry, 86ff 
proposition, 84 
self·, 171, 172 
space, 80 

Duality, 85 
principle of, 84 

Eigenspace, 71 (ex. 4), 135, 142, 143 
Eigenvalue, 71 (ex. 4),135, 137, 141ff 
Eigenvector, 71 (ex. 4), 135fl', 140 

(ex. 3), 141ff 
Elementary divisors 

of a finitely generated F[X]. 
module, 159, 160 

of a linear mapping, 166 
of a matrix, 168, 169 (ex. 3) 

Elementary move, 164, 165 (ex. 1, 2) 
Elementary transformation, 70 (ex. 

10) 
Embedding Theorem, 32, 52 (ex. 6), 

61, 116, 130 
Equation 

of affine quadric, 117ff 
of euclidean quadric, 138ff 
of projective quadric, 112ff 
linear, 49ff, 79ff, 82 

Equivalence of matrices, 77, 165 
Exchange Lemma, 9 
Exponent of commutative group, 153 

(ex. 4) 

Family, 2 
Fano's Theorem, 40 
Field, 4, 5 

of characteristic 2, 40 99ff (conven. 
tions on pp. 111, 115) 

of gaussian numbers, 14 (ex. 1) 
of quotients, 160 
finite (see Finite field) 
ground,12 

Finite dimensional vector space, 9ff 
(Note the convention at beginning 
of Ohapter II, p. 15.) 

Finite field, 109 (exx. 8-11), 162 
(exx. 10-12), 174 (ex. 5) 
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Finite geometry 
(affine), 20 (ex. 1), 29, 38 (ex. 3) 
(projective), 32 (exx. 4, 5), 40, 41, 

119, 174 (ex. 5) 
Form 

bilinear (see Bilinear form) 
hermitian, 122ff 
linear, 80ff, 101 (ex. 7) 
quadratic, 100ff 
sesquilinear, 121ff 

Frame of reference 
for an affine geometry, 43 
for a euclid ian geometry, 129 
for a projective geometry, 46 
for .9'( V) determined by a basis of 

V,46 
standard, for d(Fn), 43 
standard, for .9'(Fn+l), 47 

Function (see Mapping) 

Gaussian number field, 14 (ex. 1) 
Generator of a projective quadric, 114 

(exx. 11-14) 
Geometry 

affine, 16ff (generalized), 35 
affine, in .9'(V) determined by H, 

36, 61, 130 
"affine, of dimension n over F," 22 
euclidean 127ff 
finite (see Finite geometry) 
projective, 29ff (generalized), 35 
"projective, of dimension n over 

F," 32 
similarity euclidean, 131ff 
similarity euclidean, determined in 

.9'( V) by Hand D, 132 
Greatest common divisor, 161 (exx. 

3,6) 
Ground field, 12ff 
Group, 4 

abelian (commutative), 4, 150, 160, 
163 (ex. 13) 

affine, 59, 75 
automorphism, 59 
collineation (projective), 59 
commutative (see Group, abelian) 
general linear, 59 
homomorphism of, 59 
isomorphism of, 59 
orthogonal, 144 
permutation, 4, 62 (ex. 4) 
projective (see Group, collineation) 
rotation, 4, 144 
unitary, 146 

Harmonic 
conjugate, (affine) 27, (projective) 40 

constructive, (affine) 27, (projec. 
tive) 40, 52 (ex. 5) 

range, (affine) 27, (projective), 40, 
113 (ex. 2), 133 (ex. 1) 

Hermitian 
form, 122ff, 124 (exx. 2, 3) 
mapping, 147 (ex. 6) 
matrix, 124 (ex. 2) 

Hilbert space, 146ff 
Homogeneous 

(projective) coordinate row, 47 
linear equations, 50 
vector, 22ff, 30 

Homomorphism 
of groups, 59 
of R-modules, 154 
of vector spaces, 66 

Hyperplane 
in affine geometry, 16 
of a central collineation, 63ff 
at infinity, 36 
in projective geometry, 30 

Ideal, 152 
principal, 152 
annihilator, 151 

Identity 
element of group, 4 
element of ring, 149 
mapping, 2, 3 (ex. 1) 
matrix,73 

Image, 2 
Incidence propositions, (affine) 19, 

(projective) 31 
Indecomposable submodule, 159 
Index notation, 2 
Infinite dimensional vector space, 9, 

11 (exx. 3, 5, 7, 8), 68, 69 (exx. 
1, 2, 4, 9), 82 (exx. 1, 3, 5, 6), 92 
(exx. 1, 2, 3), 130 (ex. 4), 147 

Integral domain, 155 (exx. 1, 3), 160 
Intersection 

of cosets, 16 
of sets, 3 
of subspaces, 7 

Invariant configuration, 170ff 
Invariant factors 

of linear mapping, 166 
of matrix, 168, 169 (ex. 3) 
of module, 156, 160, 165 

Invariant subspace, 153 
Inverse 

of a group element, 4 
of a mapping, 3 (ex. 1). 
of a matrix, 73, 74 

Isomorphism 
of affine geometries, 2Off, 52ft" 
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Isomorphism--cont. 
of bilinear spaces, 89 
of euclidean geometries, 128, 130 

(ex. 7) 
of fields, 56 
of groups, 59 
of modules, 154 
of projective geometries, 31, 52ff 
of similarity euclidean geometries, 

131 
of vector spaces, 12 
anti-isomorphism, 84 
linear isomorphism, 66, 91 
semi-linear isomorphism, 56 

Join 
of cosets, 1 fi 
(sum) of subspaces, 7 

Jordan (classical) canonical matrix, 
167 

Kernel 
of group homomorphism, 60, 62 

(ex. 4) 
of linear mapping, 66 
of module homomorphism, 154 

Kronecker delta, 69 (ex. 6), 73 

Length 
(norm) in euclidean space, 125 
(norm) in Hilbert space, 146 
of element in a principal ideal 

domain, 161 (exx. 5, 7) 
Line 

in affine geometry, 16 
at infinity, 36, 37 
projective, 30 

Linear algebra, 68, 136 
Linear automorphism, 66 
Linear combination, 6 (ex. 5) 
Linear complex, 110 (ex. 4) 
Linear dependence, 8ff 
Linear equations, 49ff, 79ff, 82 
Linear form, 80ff 
Linear independence 

over F, 9 
over F[X], 158 

Linear isomorphism, 12, 66, 91 
Linear mapping, 66 

commuting, 140 (ex. 3), 147 (ex. 4) 
a-symmetric, 135, 140 (ex. 1) 
similar, 154 
trace of, 75 (exx. 8, 9), 83 (ex. 9) 
transpose of, 83 (exx. 7, 8), 93 (ex. 

4), 169 
triangulable, 140 (ex. 3), 147 (ex. 4) 

Mapping (function), 2 
annihilator, 81, 94 

hennitian, 147 (ex. 6) 
inverse, 3 (ex. 1) 
linear (see Linear mapping) 
normal, 147 (ex. 6) 
one-one, 2 
product of, 2 
semi-linear, 120 
unitary, 147 (ex. 6) 

Matrix, 72ff 
addition of, 72 
alternating, 103 
of bilinear form, 90 
congruence of, 86, 103ff 
diagonal, 104 
equivalence of, 77, 165 
hermitian, 124 (ex. 2) 
identity, 73 
inverse of, 73, 74 
invertible (non-singular), 74 
Jordan canonical, 167 
of linear mapping, 72 
multiplication of, 72 
nilpotent, 74 
non-singular (invertible), 74 
orthogonal, 79 (exx. 2, 3), 143 
of quadratic form, 102 
rational canonical, 166 
similarity of, 79, 166ff 
skew-symmetric, 79 (exx. 1, 3), 101 

(ex. 1) 
symmetric, 77, 101 (ex. 1) 
transposed, 77 
triangular, 108, 109 (ex. 7), 140 (ex_ 

3), 147 (ex. 4) 
unitary, 146 
zero, 72 

Metric, 125 
Mid-point, 29 
Minimum polynomial 

of linear mapping, 151 
of matrix, 168, 169 (ex_ 3) 

Minkowski's inequality, 129 (ex. 2) 
Module, 150 

cyclic, 153 
finitely generated, 153 
torsion, 152, 155 (exx. 1, 2), 165 

(ex. 2) 
torsion-free, 152, 163, 165 (exx. 2, 

3) 

Nilpotent matrix, 74 (ex. 4) 
Non-Desarguesian projective plane, 

39, 48 (ex. 5) 
Norm (length) 

in euclidean space, 125 
in Hilbert space, 146 

Normal mapping, 147 (ex. 6) 
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Normal to a plane, 134 (ex. 7) 
n-tuple,2 

ordered,2 
Null-polarity, 110 

Order 
of (commutative) group, 153 (ex. 

4) 
of general linear group, 62 (ex. 3) 

Orientation, 144 
Origin of affine frame of reference, 

43 
Orthogonality, 93ff, 126, 137, 146 

(anticipated, 51) 
Orthosymmetry, 97, 101, (ex. 3), 122 

Pappus' Theorem, (affine) 25, (pro­
jective) 39, 40, 51 (ex. 3), 88 (ex. 
5) 

Paraboloid, 119 
Parallel, 18 
Parallelogram, 37, 64 

law, 125 
Pencil 

of lines, 86 (ex. 3), 87 
of planes, 86 (ex. 3), 87 

Permutation, 4 
Perpendicular, 133, 134 (ex. 7) 
Perspective 

axis of, 38 
center of, 23 
triangles in, from a point, 23 

Perspectivity, 48 (exx. 6-8), 49 (ex. 
11),65 

Plane 
in affine geometry, 16 
projective, 30 

Point 
in affine geometry, 16 
at infinity, 36 
projective, 30 

Polarity, 110, 113 (exx. 2, 3, 4, 7, 8, 
16, 17) 

affine, 111 (exx. 5, 6), 120 (ex. 2) 
definite, 132 

Polynomials, vector space of, 6 
Positive definite 

hermitian form, 123 
symmetric bilinear form, 106 

Principal ideal, 152 
domain 160, 161 (exx. 1-8) 

Projection, 70 (ex. 9), 71 (ex. 3) 
Projective geometry (see Geometry) 
Projective space, 30 
Projectivity, 45ff, 88 

degenerate, 70ff 
Pythagoras' Theorem, 100 

Quadrangle, 40, 84 
Quadratic 

form, 100, 101 (ex. 5-9) 
polynomial, 100ff, 108 (ex. 5), IlIff, 

117 
Quadric 

affine, 116ff 
euclidean, 134ft' 
projective, I11ff 

Quadrilateral, 84 
Quaternion algebra (over R), 75 (ex. 

7), 101 (ex. 6) 

Radius of sphere, 133 (ex. 3) 
Range of points, 86 (ex. 3), 87 
Rank 

of affine quadric, 119 
of bilinear form, 91 
of linear mapping, 76ff, 94 
of matrix (including row and 

column),77 
of projective quadric, 112 
of sesquilinear form, 122 
of torsion-free F[X]-module, 163 

Rational canonical matrix, 166 
Reflexion, 143, 145 (ex. 4) 
Relativity, 107 
Representative cone, 115 
Ring, 149ff 
Rotation, 143, 145 (exx. I, 2, 3) 

group, 4, 144 

Scalar, 5 
Schwarz's inequality, 126 
Segre symbol, 170 
Self-polar simplex, 115 (ex. 15) 
Semi-linear 

isomorphism, 56 
mapping, 120 

Sequence, 2 
ordered,2 

Sesquilinear form, 121ff 
orthosymmetric, 122 

Sets, 1 
equality of, 2 

Signature, 106, 108 (ex. 4) 
Similarity 

of distances, 131 
of linear mappings, 154 
of matrices, 79, 166ft" 

Simplex of reference, 46 
Skew 

elements in projective geometry, 30 
lines in affine geometry, 20 

Space 
alternating (symplectic), 99, 102ff 
bilinear, 89 
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Space--cont. 
coefficient, 50 
of cosets, 67, 154 
dual, 80 
eigen, 71 (ex. 4), 135 
euclidean, 107, 125ff 
Hilbert, 146ff 
metric, 125 
normed, 125 
orthogonal (symmetric), 98, 105ff 
projective, 30 
skew-symmetric, 99 
symmetric (orthogonal), 98, 105ff 
symplectic (alternating), 99, 102ff 
vector,5ff 

Space time, 107 
Sphere, 133 (exx. 3, 4) 
Split product of groups, 60, 144 
Standard basis 

of Fn, 12 (ex. 9), 13 
of Fm x n, 74 (ex. 2) 
of F[x]n, 168 

Subgeometry 
of affine geometry, 16 
of euclidean geometry, 127 
of projective geometry, 30 
of similarity euclidean geometry, 

131 
Subgroup, 4, 59ff, 144ff 

Sylow, 163 (ex. 13) 
Submodule, 153ff 
Subring, 149 
Subspace, 6ff 

belonging to a coset, 16 
direct sum of, 7 
invariant, 153 
spanned (generated) by a set, 7 
sum (join) of, 7 
translated (8ee Coset) 

Sylvester's Law of Inertia, 106 

Tangent to a projective quadric, 114 
(exx. 9-11) 

Torsion element, 152, 155 (ex. 3) 
Torsion-free F[X]-module, 163, 165 

(exx. 2, 3) 
Torsion module (8ee Module) 
Trace mapping, 75 (exx. 8, 9), 83 (ex. 

9) 
Translation 

in affine geometry, 42, 49 (ex. 9), 
54 (ex. 1), 63, 70 (ex. 11) 

group (in A and in V), 59 
in vector space, 42 

Transpose 
of linear mapping (8ee Linear 

mapping) 
of matrix, 77 

Transvection, 70 (ex. 11) 
Triangle, 23 

diagonal point, 40 
inequality, 125 

Union of sets, 3 
Unique factorization domain, 160, 

161 (ex. 4) 
Unit point of a projective frame of 

reference, 46 

Vector, 5 
eigen (8ee Eigenvector) 
homogeneous, 22ff, 30 

Vector space, 5ff 
dimension of, 1 Off 
finite dimensional, 9 
infinite dimensional (8ee Infinite 

dimensional vector space) 

Wedderburn's Theorem, 39 

Zorn's Lemma, 178 (solution of ex. 6 
of § 4.6) 



CORRECTION 

Graduate Texts in Mathematics, Vol. 49 
K. W. Gruenberg and A. J. Weir: Linear Geometry 

Page 62, last two lines should read: 

I£"H and K are two di~inct hyperplanes of invariant points for a col­
lineation 1T, then 1T = £1"(f) where the restrictions off to Hand K are 




